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Abstract

We present a phase field-based framework for modelling fatigue damage in

Shape Memory Alloys (SMAs). The model combines, for the first time: (i) a

generalized phase field description of fracture, incorporating multiple phase

field formulations, (ii) a constitutive model for SMAs, based on a Drucker–
Prager form of the transformation surface, and (iii) a fatigue degradation func-

tion, with damage driven by both elastic and transformation strains. The theo-

retical framework is numerically implemented, and the resulting linearized

system is solved using a robust monolithic scheme, based on quasi-Newton

methods. Several paradigmatic boundary value problems are addressed to gain

insight into the role of transformation stresses, stress-strain hysteresis, and

temperature. Namely, we compute Δε � N curves, quantify Paris law parame-

ters, and predict fatigue crack growth rates in several geometries. In addition,

the potential of the model for solving large-scale problems is demonstrated by

simulating the fatigue failure of a 3D lattice structure.
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1 | INTRODUCTION

Shape Memory Alloys (SMAs) have received significant
attention due to their remarkable properties.1 Owing to
their capacity to undergo a thermal and/or stress-
induced solid-to-solid phase transformation, SMAs
exhibit the largest reversible strains of all crystalline
materials - of up to 10%, one order of magnitude higher
than traditional alloys. The ability of SMAs to recover
their original shape and display a recoverable nonlinear
response under very large strains has fostered their
application in a wide range of sectors, from biomedical
devices to aerospace components.2,3 In many of these
applications, structural integrity is paramount. Experi-
ments and theoretical modelling have shown that there

is a toughening effect associated with phase transforma-
tion.4-6 Transformation strains resulting from the phase
change provide a source of energy dissipation that
enhances crack growth resistance.7,8 The yield stress of
SMAs is typically much larger than the threshold for
stress-induced transformation, and as a result, a trans-
formation zone develops in the vicinity of the crack tip.
As shown in Figure 1 for the case of a NiTi alloy (argu-
ably the most widely exploited class of SMAs), the dis-
tribution of crack tip stresses shows three regions:
(1) an outer austenitic region (ξ = 0), (2) an intermedi-
ate austenite–martensite transformation region
(0 < ξ < 1), and (3) an inner martensitic region
(ξ = 1).8,9 These features govern the fracture and fatigue
response of SMAs.10-12
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The fatigue behavior of SMAs has been the focus of
much attention as the most successful applications of
SMAs involve significant cyclic mechanical motion; for
example, actuator springs or medical devices such as
stents.13-18 However, the vast majority of the literature in
the area of SMA fatigue is experimental, and there is a
need for modelling endeavors that can provide further
insight, optimize design, and map safe regimes of opera-
tion. While efforts have been made to model the constitu-
tive behavior of SMAs under cyclic loading,19-21 and to
quantify the stationary stress fields ahead of cracks and
notches,22,23 the study of subcritical crack growth
remains an elusive goal. This is despite its importance for
defect-tolerant design approaches. Very recently, Simoes
and Martínez-Pañeda8 presented a phase field formula-
tion for modelling crack growth in SMAs. They formu-
lated a generalized phase field theory and combined it
with the unified SMA model by Lagoudas et al.24 Phase
field models can readily capture cracking phenomena of
arbitrary complexity and have been recently extended to
fatigue damage (see, e.g., previous studies25-28 and Refs.
therein).

In this work, we develop a new model for fatigue
crack growth in SMAs. The constitutive SMA model by
Auricchio and Taylor29 is combined with a phase field
formulation for fracture and fatigue, where the damage
driving force involves both elastic and transformation
strains. The model is general and aims at capturing a
wide range of material behavior, thus accommodating
both AT130 and AT231 phase field theories. Numerical

robustness and efficiency are achieved by using a quasi-
Newton-based monolithic solution scheme.32,33 Several
paradigmatic boundary value problems are investigated
to gain insight into the fatigue response of SMAs. Firstly,
we produce Virtual Δε � N curves and assess the influ-
ence of temperature and stress-strain hysteresis. Sec-
ondly, crack extension is predicted in a single-edged
notched tension specimen considering different defini-
tions of the crack density function. Thirdly, we obtain
da/dN versus ΔK curves and predict the associated Paris
law parameters for different material modelling choices.
Finally, we investigate the evolution of fatigue cracks in a
3D SMA lattice structure undergoing cyclic loading.

The remainder of this manuscript is organized as fol-
lows. In Section 2, we present the theoretical framework
for our phase field fatigue SMA model. Details of the
numerical implementation are provided in Section 3.
Section 4 is dedicated to showcasing the predictions of
the model and discussing the interpretation of the finite
element results presented in the context of the literature.
Finally, concluding remarks are given in Section 5.

2 | A PHASE FIELD FATIGUE
FORMULATION FOR SMAs

Here, the theory underlying our phase field-based model
for fatigue in SMAs is presented. First, in Section 2.1, we
describe the phase field regularization of fracture. Then,
in Section 2.2, the extension to fatigue and the variational

FIGURE 1 Crack tip mechanics of SMAs under small scale transformation zone conditions: (A) crack tip contours, and (B) tensile stress

distribution ahead of the crack, in a log–log plot. Three regions are differentiated, based on the magnitude of the martensitic volume fraction

ξ. The tensile stress distribution is normalized by the transformation stress threshold σstL, and the distance ahead of the crack r is normalized

by an Irwin-like estimation of the transformation zone length: Rt ¼ð1=3πÞðKI=σstLÞ2, where KI is the stress intensity factor [Colour figure can

be viewed at wileyonlinelibrary.com]
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formulation are presented. Finally, Section 2.3 provides a
brief outline of the constitutive model employed to cap-
ture the mechanical response of SMAs. For simplicity,
small strains and isothermal behavior are assumed; we
will assess the influence of temperature by conducting
numerical experiments at different temperatures but dis-
regard thermal loads. Plastic deformations are also con-
sidered a secondary effect and neglected for simplicity, as
the yield stress of SMAs is typically much larger than the
transformation stress.

2.1 | A phase field description of fracture

Phase field methods have become very popular in the
modelling of a wide range of interfacial problems, from
microstructural evolution34 to corrosion.35 By using an
auxiliary variable, the phase field ϕ, a given interface can
be smeared over the computational domain. The inter-
face is no longer sharp and of zero thickness, but smooth
and of a finite thickness, as governed by a length scale
parameter. This paradigm greatly facilitates the computa-
tional treatment of evolving interfaces, as the interface
equation is defined in the entire domain (i.e., no special
treatment is needed) and topological changes such as
divisions or merging of interfaces are naturally captured.
In fracture mechanics, the phase field describes the loca-
tion of the crack (solid-crack interface), taking (e.g.) a
value of ϕ¼ 0 in intact material points and of ϕ¼ 1 in
fully cracked material points, and varying smoothly
in-between (akin to a damage variable). Phase field
fracture methods have opened new modelling horizons,
enabling the prediction of complex cracking phenomena
such as crack branching, deflection, nucleation, and
merging in arbitrary geometries and dimensions.36-39

Applications have soared and now include the fracture of
functionally graded materials,40,41 composites,42-44

rock-like materials,45,46 ductile47-49 and embrittled50-52

metals, and natural materials.53,54 The evolution of the
phase field ϕ is generally defined based on Griffith's55

energy balance and the thermodynamics of fracture.31,56

Thus, crack growth is driven by the competition between
the energy released by the solid and the energy required
to create two new surfaces, often referred to as Gc, the
critical energy release rate or the material toughness.
Accordingly, the diffuse phase field representation
introduces the following approximation of the fracture
energy over a discontinuous surface Γ:

Φ¼ R
ΓGcdS≈

R
ΩGc

1
4cwℓ

wðϕÞþℓ2jrϕj2� �� �
dV ,

for ℓ! 0þ:

ð1Þ

Here, ℓ is the phase field length scale, wðϕÞ is the geo-
metric crack function, and cw is a scaling constant,
defined as cw ¼

R 1
0

ffiffiffiffiffiffiffiffiffiffi
wðζÞp

dζ. The choice of wðϕÞ defines
the damage constitutive behavior. In this work, we aim
at providing a generalized framework by incorporating
both the so-called AT130 and AT231 phase field models.
The AT2 formulation is recovered for wðϕÞ¼ϕ2 ðcw ¼ 1=2Þ
while in the AT1 model, wðϕÞ¼ϕ ðcw ¼ 2=3Þ. Thus, the
main difference between the AT1 and the AT2 models
is that the latter does not have a damage threshold
(as w0ð0Þ¼ 0), while the AT1 formulation exhibits a
linear elastic regime prior to the onset of damage.

It has been recently emphasized that for a finite value
of ℓ, variational phase field fracture models exhibit a
finite strength, which enables capturing the crack size
effect.57,58 The critical failure stress and the critical fail-
ure strain can be related to the elastic and fracture prop-
erties by solving the homogeneous 1D problem (rϕ¼ 0),
giving57

AT1 : σc ¼
ffiffiffiffiffiffiffiffiffiffiffi
3EGc

8ℓ

r
, εc ¼

ffiffiffiffiffiffiffiffiffi
3Gc

8ℓE

r
: ð2Þ

AT2 : σc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
27EGc

256ℓ

r
, εc ¼

ffiffiffiffiffiffiffiffiffi
Gc

3ℓE

r
: ð3Þ

2.2 | Variational phase field fatigue

Let us now formulate the variational problem, incorpo-
rating both bulk Ψb and surface Ψs energies, and intro-
duce fatigue damage into the formulation. The latter is
achieved by defining a fatigue degradation function f ðαÞ,
where α is a cumulative history variable. Accordingly,
the total potential energy is given by:

Ψ¼Ψb ε,ξ,ϕð ÞþΨs ϕ,αð Þ
¼ R

Ω 1�ϕð Þ2ψ ε,ξð Þþ f αð Þ Gc
4cwℓ

wðϕÞþℓ2jrϕj2� �n o
dV ,

ð4Þ

where ψ is the strain energy density and ε is the strain
tensor. Both can be divided into their elastic and transfor-
mation parts, such that the total strain energy density ψ
is given by

ψ ε,ξð Þ¼
Z t

0
σ : _εeð Þdtþ

Z t

0
σ : _εtð Þdt, ð5Þ

where εe and εt, respectively denote the elastic and trans-
formation strain tensors. Since the fracture driving force
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is the total strain energy density, both elastic and trans-
formation strains are assumed to contribute to material
damage.

We proceed now to define the fatigue degradation
function f ðαÞ. Here, we follow the work by Carrara
et al.25 and adopt the following asymptotic function:

f ðαðtÞÞ¼
1 ifαðtÞ≤ αT

2αT
αðtÞþαT

� �2
ifαðtÞ≥ αT

8<
: , ð6Þ

where αT is a fatigue threshold parameter, defined as
αT ¼Gc=ð12ℓÞ.25 The fatigue history variable α is com-
puted as,

αðtÞ¼
Z t

0
Hðα _αÞj _αjdt, ð7Þ

where Hðα _αÞ is the Heaviside function, introduced to
ensure that α only increases during loading. Finally, con-
sistent with our definition of the fracture driving force,
the fatigue history variable is defined as

α¼ 1�ϕð Þ2ψ : ð8Þ

2.3 | Constitutive behavior of SMAs

The constitutive response of the phase transforming solid
is based on the material model for SMAs developed
Auricchio and coworkers.29,59 Accordingly, the elastic
properties (Young's modulus E and Poisson's ratio ν) are
derived using the rule of mixtures from the
corresponding austenitic and martensitic properties,
where ξ is the volume fraction of martensite; that is,

E¼EAþξ EM �EAð Þ, ð9Þ

ν¼ νAþξ νM �νAð Þ: ð10Þ

The evolution of the transformation strains is esti-
mated using a Drucker–Prager type of loading function.
The increment in transformation strain is given by the
following flow rule:

Δεt ¼Δξ
∂Gt

∂σ
: ð11Þ

where Gt is the transformation flow potential. Both Gt

and the transformation surface Ft are assumed to follow a
Drucker–Prager form:

Gt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2
σ0 : σ0

r
þ1
3
tr σð Þ tan φ: ð12Þ

Ft ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2
σ0 : σ0

r
þ1
3
tr σð Þ tan β: ð13Þ

Here, the angles φ and β are material constants esti-
mated from the tensile and compressive transformation
stress levels, the uniaxial transformation strain, and the
volumetric transformation strain.29 This ensures that the
pressure dependency of phase transformations is cap-
tured. We emphasize that other constitutive SMA choices
can be coupled with the phase field fatigue descriptions
of fracture and fatigue presented in Sections 2.1 and 2.2,
respectively.

3 | NUMERICAL
IMPLEMENTATION

Details of the numerical implementation are provided
here, starting with the enforcement of damage irrevers-
ibility (Section 3.1), followed by the finite element dis-
cretization and formulation of the residuals and stiffness
matrices (Section 3.2), the quasi-Newton solution scheme
employed (Section 3.3), and the particularities of the
implementation in the commercial finite element pack-
age ABAQUS through a user-defined UELMAT subroutine
(Section 3.4).

3.1 | Damage irreversibility

A history variable field H is introduced to ensure damage
irreversibility, ϕn+ 1 ≥ ϕn. Thus, the history field must
satisfy the Kuhn–Tucker conditions

ψ�H≤ 0, _H≥ 0, _Hðψ�HÞ¼ 0: ð14Þ

Accordingly, for a current time t, the history field can
be defined as

H¼ max
τ � ½0, t�

ψðτÞ: ð15Þ

Also, one should note that the AT1 phase field formu-
lation does not inherently ensure that the lower bound
on the phase field is enforced. If no measures are taken,
the phase field can become negative for strains below the
critical one, εc, Equation (2). To prevent this, we define
the following threshold value for the history field:
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HAT1
min ¼

3Gc

16ℓ
: ð16Þ

3.2 | Finite element discretization

We shall now formulate the two-field weak form and
subsequently derive the stiffness matrices and residuals
applying a finite element discretization. Thus, consider
the total potential energy of the solid, Equation (4). In
the absence of body forces and external tractions, the first
variation of (4) with respect to ε and ϕ, gives

Z
Ω

1�ϕð Þ2σ : δε	 

dV ¼ 0, ð17Þ

Z
Ω

�2ð1�ϕÞδϕHþ f αð ÞGc
ϕ

ℓ
δϕþℓrϕ �rδϕ

� �� �
dV ¼ 0,

ð18Þ

where we have made use of the history field concept.
Now, adopting Voigt notation, consider the following
finite element interpolation for the nodal variables: the
displacement vector u and the phase field ϕ,

u¼
Xm
i¼1

Nu
i ui and ϕ¼

Xm
i¼1

Niϕi, ð19Þ

where n is the number of nodes and N i denotes the shape
function matrix, a diagonal matrix with Ni in the diago-
nal terms. Consequently, the corresponding derivatives
can be discretized making use of the strain-displacement
matrices Bu

i and Bϕ
i as follows:

ε¼
Xm
i¼1

Bu
i ui and rϕ¼

Xm
i¼1

Bϕ
i ϕi: ð20Þ

Making use of this discretization and considering
that (17) and (18) must hold for arbitrary values of
the primal kinematic variables, the residuals are
derived as

rui ¼
Z

Ω
ð1�ϕÞ2þ κ
	 
ðBu

i ÞTσ
n o

dV , ð21Þ

rϕi ¼
Z

Ω
�2ð1�ϕÞNiHþ Gc

2cwℓ
w0ðϕÞ
2

Niþℓ2ðBϕ
i Þ

Trϕ

� � �
dV ,

ð22Þ

where κ is a small positive constant introduced to keep
the system of equations well-conditioned. As commonly
done in the literature (see, e.g., Martínez-Pañeda et al.52),
a value of κ¼ 1�10�7 is adopted throughout this
manuscript. Finally, the tangent stiffness matrices are
derived as:

Kuu
ij ¼ ∂rui

∂uj
¼
Z

Ω
ð1�ϕÞ2þ κ
	 
ðBu

i ÞTCBu
j

n o
dV , ð23Þ

Kϕϕ
ij ¼ ∂rϕi

∂ϕj
¼
Z

Ω
2Hþ Gc

4cwℓ
w00ðϕÞ

� �
NiNjþGcℓ

2cw
ðBϕ

i Þ
TðBϕ

j Þ
 �

dV ,

ð24Þ

where C is the material Jacobian.

3.3 | Solution scheme

The resulting system of equations is solved in a mono-
lithic manner, using a quasi-Newton approach, which
requires the stiffness matrix to be symmetric and
positive-definite. Accordingly, the non-diagonal terms of
the stiffness matrix are taken to be equal to zero and the
resulting system reads:

u

ϕ

 �
tþΔt

¼ u

ϕ

 �
t

� Kuu 0

0 Kϕϕ

� ��1

t

ru

rϕ

 �
t

: ð25Þ

A global iterative scheme is adopted to obtain the
solutions for which ru ¼ 0 and rϕ ¼ 0. The total potential
energy functional is non-convex with respect to u and ϕ,
but quasi-Newton methods have shown to be very robust
when dealing with non-convex minimization prob-
lems.32,33 Specifically, the so-called Broyden–Fletcher–
Goldfarb–Shanno (BFGS) algorithm is used.60 Thus, if
the linearized system is described as:

~KΔz¼Δr with z¼ u

ϕ

 �
, ð26Þ

then the approximated stiffness matrix is defined as
follows:

~K¼ ~Kt�
~KtΔz

� �
~Kt

� �
Δz

�T
Δz~KtΔz

þΔrΔrT

ΔzTΔr
: ð27Þ

Since the SMA constitutive model is implemented
using an implicit integration scheme, unconditional
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stability is guaranteed, speeding up calculations by sev-
eral orders of magnitude relative to staggered solution
schemes.32

3.4 | Details of the ABAQUS
implementation

A UELMAT subroutine is developed to implement the the-
ory described in Section 2 into the commercial finite ele-
ment package ABAQUS. The UELMAT, like a user element
(UEL) subroutine, requires defining the element residual
and stiffness matrices; ABAQUS is used only to assemble
the global matrices and solve the system. However, the
UELMAT differs from the UEL in that it provides access to
ABAQUS's material library (material_lib_mech). We
exploit this to obtain the stress tensor σ and the SMA
material Jacobian C for a given strain tensor.
Abaqus2Matlab61 is used to pre-process the input files.
The code developed can be downloaded from https://
www.empaneda.com/codes.

4 | RESULTS

The computational framework presented in Sections 2
and 3 is used to gain insight into the fatigue behavior
of SMAs. To investigate the role of temperature and of
the size of the stress-strain hysteresis, we conduct our
numerical experiments considering three different sce-
narios from the point of view of SMA deformation
behaviour; these are labeled C1, C2, and C3. The case
C1 involves a reference material, which is determined
by fitting the uniaxial stress-strain response of an
equiatomic NiTi SMA, as measured by Strandel et al.62

- see Figure 2A. Four regions can be readily identified.
First, the response is linear elastic and governed by the
elastic constants of the austenite phase (EA, νA). Even-
tually, the stress reaches the threshold transformation
stress for loading, σstL, and transformation to the mar-
tensite phase begins. The transformation process ends
when the final transformation stress σ f

tL is reached. Upon
further loading, the material behavior is elastic but
governed by the martensite elastic properties (EM, νM). If
the load is removed, a martensite to austenite phase
transformation will begin when the stress reaches the
unloading threshold, σstU . The material will be fully aus-
tenitic when the final stress for transformation under
unloading is attained, σ f

tU . The values reported in Table 1
provided the best fit to the experimental data by Strandel
et al.62 and are used throughout this paper unless other-
wise stated. As in the experiments, numerical results for
the reference material, C1, are obtained adopting a

testing temperature of T¼ 320K. It is worth noting that,
while the model seems to provide a good approximation
to the uniaxial experiments by Strandel et al.62

(Figure 2A), a better agreement can be obtained by
incorporating additional modelling features. For
example, the unified model of Lagoudas1 includes
additional smooth hardening parameters that enable
following more closely the transformation regions. Also,
the residual strain seen in the experiments after
unloading can be readily captured by considering plastic
deformation.

The experimental literature reports a significant influ-
ence of the testing temperature and of the size of the
stress-strain hysteresis (see, e.g., Wilkes and Liaw12 and
Refs. therein). To investigate the latter, we adopt the
material parameters of Table 1 but vary by 10% the trans-
formation stress thresholds, in what we refer to as case
study C2. Specifically, we make the hysteresis loop
smaller by reducing by 10% the loading stress thresholds,
such that σstL ¼ 410:85MPa and σftL ¼ 507:38MPa, and by
increasing by 10% the unloading stress thresholds, ren-
dering σstU ¼ 399:3MPa and σftU ¼ 229:9MPa. To quantify
the role of temperature, we use the material properties

TABLE 1 Material parameters used for the reference material,

following the calibration with the uniaxial stress-strain

measurements by Strnadel et al.62 on an equiatomic nitinol SMA

Parameter Magnitude

Austenite's Young's modulus, EA (MPa) 41,000.0

Martensite's Young's modulus, EM (MPa) 22,000.0

Austenite's Poisson's ratio, νA 0.33

Martensite's Poisson's ratio, νM 33.0

Transformation strain, εL 0.0335

Start of transformation stress (loading), σstL
(MPa)

456.5

End of transformation stress (loading), σ f
tL

(MPa)
563.8

Start of transformation stress (unloading), σstU
(MPa)

363.0

End of transformation stress (unloading), σftU
(MPa)

209.0

Martensite start temperature, Ms (K) 237.0

Martensite end temperature, Mf (K) 218.0

Austenite start temperature, As (K) 254.0

Austenite end temperature, Af (K) 282.0

Reference temperature, Tref (K) 320.0

σ vs. T slope (loading), CM jσ¼300MPa (MPa/K) 5.5

σ vs. T slope (unloading), CAjσ¼300MPa (MPa/K) 5.5

Material toughness Gc (kJ/m
2) 22.5
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listed in Table 1 but conduct our numerical experiments
at T¼ 293K, and this is referred to as C3. The three
stress-strain responses resulting from these material
choices are shown in Figure 2B. It can be seen that C2
results in a smaller hysteresis loop, relative to the refer-
ence material (C1), and that the reduction in temperature
of C3 results in lower stress transformation thresholds.
The same fracture properties are assumed for all cases;
namely, a toughness of Gc ¼ 22:5 kJ/m2, based on the
data reported for NiTi,63 and a length scale of ℓ¼ 0:145
mm, which corresponds to a strength of 600MPa
according to Equation (3A). Symmetric tension-
compression behavior is assumed but the focus will be
on tensile behavior; case studies where the load ratio R is
positive. As shown in Figure 3, two types of cyclic loading
histories will be used. The first one, Figure 3A, is a sinu-
soidal loading history characterized by a maximum strain
εmax, a minimum strain εmin, an initial strain amplitude
ε0, and a strain range Δε¼ εmax � εmin. Considering also

the definitions of load ratio R¼ εmin=εmax and mean load
εm, the sinusoidal loading history can be described as

ε¼ εmþΔε
2
sin f 2πtð Þ¼Δε

2
þR

Δε
ð1�RÞþ

Δε
2
sin f 2πtð Þ,

ð28Þ

where f is the loading frequency and the strain amplitude
is given by εa ¼ εmax � εm. Additionally, we will also
consider a piece-wise linear variation of the applied
displacement under constant amplitude, as shown in
Figure 3B.

4.1 | Virtual Δε � N curves

We begin by conducting virtual uniaxial tests to estimate
the load range versus number of cycles response, Δε � N

FIGURE 3 Cyclic loading histories employed: (A) sinusoidal, and (B) piece-wise linear, shown here for a loading frequency of 1 Hz

[Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 2 SMA constitutive behavior: (A) reference material (C1), obtained by calibrating with the experiments by Strandel et al.62 on

an equiatomic NiTi; (B) three choices of material behavior aimed at investigating the role of the stress-strain hysteresis (C2) and the

temperature (C3) [Colour figure can be viewed at wileyonlinelibrary.com]
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curves. As shown in Figure 4, we mimic the one-
dimensional conditions of uniaxial testing by using a sin-
gle square element and defining a tensile strain range Δε
by prescribing the vertical displacement of the top edge
Δu∞. The sinusoidal loading history shown in Figure 3A
is used, with R¼ 0:1. Calculations are conducted using
the phase field AT2 model. The results obtained for the
three material behaviors under consideration are shown
in Figure 4, with each marker corresponding to one vir-
tual tensile experiment.

In all three cases, the results reveal a significant
increase in the fatigue life with decreasing loading range,
up to the point of appearing to show an endurance limit.
The profile displayed agrees with that exhibited by exper-
imental Δε � N curves.12 The three material behaviors
considered exhibit a similar fatigue life for high loading
ranges but differ significantly for low values of Δε. For
example, a strain range of Δε=εc ¼ 0:4 results in a fatigue
life of 16,100 cycles for the reference material (C1), while
the number of cycles to failure is only 3,533 and 1,761 for
the cases of C2 and C3, respectively. These results can be
justified by the lower stress (and strain) thresholds for
phase transformations of C2 and C3 relative to C1—see
Figure 2B. Inelastic transformation strains also

accumulate in lower load levels and drive the evolution
of fatigue damage. This is in agreement with experi-
ments; samples that are initially in the austenitic phase
exhibit shorter fatigue lives if the transformation stress is
reduced.12 It has been suggested that increasing the
transformation stress threshold will lead to an improved
fatigue performance.16

4.2 | Cracked square subjected to cyclic
uniaxial loading

The second case study deals with a paradigmatic bench-
mark in phase field fracture: crack propagation in a
square plate subjected to tension; see Figure 5A. As in
previous studies,25,26,32 we prescribe the remote load in a
piece-wise linear manner. The material properties of
Table 1 are adopted in this example; that is, we use C1,
the reference material, and assume a test temperature of
T¼ 320K. The focus is on assessing the influence of the
constitutive choice for the crack density function: AT1
versus AT2 models. The geometry, dimensions, and load-
ing configuration are given in Figure 5A. An initial hori-
zontal crack is introduced geometrically, which goes

FIGURE 4 Virtual Δε � N curves for the

three material behaviors considered. The strain

range Δε is normalized by the critical strain, as

given by Equation (3B) [Colour figure can be

viewed at wileyonlinelibrary.com]

FIGURE 5 Cracked square plate: (A) dimensions (in mm) and loading configuration, and (B) crack extension versus number of cycles

results for varying load ranges. The results have been obtained with the AT1 model [Colour figure can be viewed at wileyonlinelibrary.com]
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from the left side of the specimen to its center. The
domain is discretized with approximately 23,000 linear
quadrilateral elements, with the characteristic element
length in the crack growth region being two orders of
magnitude smaller than the phase field length scale,
which is more than sufficient to ensure mesh conver-
gence.52,64 The results obtained for different load ampli-
tudes and the AT1 model are shown in Figure 5B. In
agreement with expectations, we observe a faster crack
growth rate with increasing Δu∞. The crack propagates
in a stable manner, following the expected mode I crack
path, as in the case of static loading.8

We proceed to compare the predictions obtained with
the AT2 and AT1 phase field models. The same magni-
tude of Gc and ℓ is assumed in both cases, which leads to
different values of the critical stress and the critical strain
- see Equations (2) and (3). As shown in Figure 6, the pre-
dictions obtained with both models show a rather close
agreement but their ranking, in terms of fatigue life, is
sensitive to the load range. First, for both Δu∞ ¼ 0:016
and 0.012 mm, we can observe that the initiation of crack
growth takes place earlier for the AT2 model. This is
attributed to the presence of a damage threshold in the
AT1 model and to the higher material strength that is
obtained for AT1 if the same Gc and ℓ are sampled in
Equations (2) and (3). A similar observation has been
recently made in the context of fatigue crack growth in
nonlinear kinematic and isotropic hardening elastic-
plastic solids.65 However, in both Figures 6A and 6B,
fatigue crack growth rates appear to be larger for the AT2
model, bringing predictions closer together, in the case of
Δu∞ ¼ 0:016 mm and even resulting in a shorter fatigue
life for the case of Δu∞ ¼ 0:012mm. It should be noted
that, for a given ℓ and Gc, the critical strain is larger for
AT1 relative to the AT2 case - see Equations (2) and (3).

4.3 | Boundary layer model: Paris law
behavior

Crack growth rates under small transformation zone con-
ditions are quantified to assess the influence of testing
temperature and hysteresis shape on the Paris law
regime. Here, it should be emphasized that Paris law cur-
ves are an outcome of the model, a prediction and not an
input. As outlined in Figure 7A, a boundary layer model
is used, whereby a remote elastic KI field is prescribed by
defining the displacement of the nodes located in the
outer boundary in agreement with William's66 solution.
Accordingly, the horizontal and vertical displacements in
the outer nodes are, respectively, equal to

ux ¼KI
1þνA
EA

ffiffiffiffiffi
r
2π

r
3�4νA� cos θð Þcos θ

2

� �
, ð29Þ

uy ¼KI
1þνA
EA

ffiffiffiffiffi
r
2π

r
3�4νA� cos θð Þsin θ

2

� �
, ð30Þ

where r and θ are the coordinates of a polar coordinate
system centered at the crack tip. For normalization pur-
poses, a reference stress intensity factor can be defined
as:

K0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EAGc

ð1�ν2AÞ

s
, ð31Þ

together with the following fracture process zone length:

FIGURE 6 Cracked square plate. Influence of the constitutive choice for the crack density function, AT130 versus AT231 formulations:

crack extension versus number of cycles for load ranges (A) Δu∞ ¼ 0:016mm, and (B) Δu∞ ¼ 0:012mm [Colour figure can be viewed at

wileyonlinelibrary.com]
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L0 ¼
Gc 1�ν2A

� �
EA

: ð32Þ

The model uses a total of 42,081 degrees-of-freedom
(DOF), and the characteristic element length along the
crack propagation region is taken to be more than
10 times smaller than the phase field length scale. The
finite element results obtained for the three material
behavior case studies considered are shown in Figure 7.
First, curves of crack extension (Δa/L0) versus number of
cycles (N) are obtained for various loading amplitudes
(Figure 7B). The slope of the curve is then measured and
plotted against the load range (ΔK/K0) in a log–log plot
(Figure 7C). It can be seen that, in agreement with expec-
tations, the model predicts increasing fatigue crack
growth rates with rising load amplitude.

The results obtained reveal several interesting pat-
terns. First, differences are relatively small between the
three cases. A fit to the well-known Paris law expression,

da
dN

¼CΔKm , ð33Þ

gives values of m ranging from 1.2 to 1.4. A small influ-
ence of the martensitic transformation on Paris law
parameters has also been observed experimentally, but
slightly larger values have been reported for the Paris law
coefficient m in NiTi; from m¼ 2:2 to m¼ 3, depending
on the testing environment and alloy composition.12,67,68

Second, faster crack growth rates are observed when
decreasing the temperature, in agreement with the sus-
ceptibility trends observed for the uniaxial experiments

FIGURE 7 Boundary layer model, crack growth rates in the Paris law regime: (A) sketch of the boundary layer configuration and the

small transformation zone assumption, (B) crack extension versus number of cycles for various loading ranges, and (C) fatigue crack growth

rate versus load range for the three material behaviors considered [Colour figure can be viewed at wileyonlinelibrary.com]
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(see Figure 4). This is also in agreement with experimen-
tal testing - the higher the temperature the higher the
cycles to failure and the lower the crack growth rate.68

Finally, the smaller hysteresis material (C2) exhibits
lower crack growth rates, particularly for small ΔK
values. This appears to contradict the results obtained
under uniaxial tension, where the reference material
exhibited the highest resistance to fatigue damage.
Smaller hysteresis has been related to longer fatigue lives
and thus is particularly suited for fast response actuators
and precision control applications in the aerospace
sector.17

4.4 | Fatigue failure of a 3D lattice

Finally, we demonstrate the capabilities of the modeling
framework in predicting fatigue failures in complex
geometries at large scales. In particular, we simulate the

failure of a diamond lattice structure under repeated
compression cycles.69 The geometry of the diamond lat-
tice material simulated is shown in Figure 8 through its
isometric and in-plane views. The height and the width
equal H¼W ¼ 18mm, while the depth equals
B¼ 13mm. Each individual strut has a length of
L¼ 2:09mm and a thickness of t¼ 0:2mm. A filet radius
of R¼ 0:2mm is introduced to suppress stress
singularities.

The entire geometry is modeled to showcase the effi-
ciency of the computational framework in dealing with
large scale problems. The domain is discretized with
10-node quadratic tetrahedral elements. As shown in
Figure 9A, the mesh is uniform and the characteristic ele-
ment length equals 0.2 mm, which is 5 times smaller
than the phase field length, which is taken to be equal to
ℓ¼ 1mm in this case study. All the other properties are
those listed in Table 1 (the reference material), and the
phase field AT2 model is used. The model contains more

FIGURE 8 Geometry of the 3D lattice: (A) isometric view, (B) front view, and (C) details of the individual struts [Colour figure can be

viewed at wileyonlinelibrary.com]

FIGURE 9 3D lattice: (A) finite element mesh, and (B) deformed shape at umin with a scale factor of 10 [Colour figure can be viewed at

wileyonlinelibrary.com]
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than 7 million DOFs and is run in parallel, using 16 cores.
The diamond lattice has its three displacement compo-
nents constrained at the bottom (y¼ 0) and is subjected
to a vertical (uy) displacement at the top. The cyclic load
is applied using a piece-wise linear amplitude
(Figure 3B), with a load range of 0.2mm, with umax ¼ 0
and umin ¼�0:2mm. The deformed shape of the lattice
undergoing compression is shown in Figure 9B, upon the
application of a scaling factor of 10. It can be observed
that, as expected, the struts located near the center of the
top side of the lattice undergo the largest deformations.

An initial distribution of defects is randomly assigned
to account for the role that initial cracks and voids can
play in the fatigue failure process. This is particularly rel-
evant for these lattice structures as they are typically fab-
ricated using additive manufacturing. The initial
distribution of defects is shown in Figure 10A, where the
areas with ϕ > 0.95 have been plotted before applying
mechanical load. Figure 10B–D shows the evolution of
defects in time. It can be observed that the initial defects
grow and eventually merge with neighboring defects,
leading to the nucleation of cracks of significant size and
the loss of load carrying capacity. The capabilities of the
present computational framework in capturing complex
cracking phenomena are demonstrated.

5 | CONCLUSIONS

We have presented a new formulation for predicting
fatigue crack growth in SMAs. The model is based on a
phase field description of the crack-solid interface and
accommodates the two main constitutive choices for the
crack density function, the so-called AT1 and AT2

approaches. This phase field description has been
enriched with a fatigue degradation function and a
fatigue history variable. Damage, static and cyclic, is
driven by the total strain energy density, including

contributions from both elastic and transformation
mechanical fields. Material deformation is captured by
the constitutive model for SMAs developed by Auricchio
and Taylor,29 where a Drucker–Prager type of transfor-
mation surface is used. The theoretical framework is
numerically implemented using the finite element
method, and a robust monolithic quasi-Newton solution
scheme is used to significantly reduce the computational
cost. The computational model is used to simulate fatigue
failures in multiple configurations. Several loading histo-
ries, sinusoidal and piece-wise linear, are adopted. Three
case studies are considered for the material parameters
with the aim of gaining insight into the role of transfor-
mation stress thresholds, temperature, and shape of the
hysteresis zone. Our simulations address: (i) the Δε ver-
sus number of cycles to failure response of smooth sam-
ples undergoing uniaxial tension, (ii) the growth of
fatigue cracks in single edge notched specimens, (iii) the
prediction of fatigue crack growth rates to quantify Paris
law parameters, and (iv) the fatigue failure of a 3D dia-
mond lattice structure. The results are mechanistically
interpreted and discussed in the context of the experi-
mental fatigue SMA literature. The main findings are as
follows:

• The model adequately captures the fatigue behavior of
SMAs, including the sensitivity to temperature and to
the stress-strain hysteresis size of fatigue crack growth
rates and the number of cycles to failure.

• The comparison between AT1 and AT2 phase field
models reveals that the initiation of growth occurs first
for AT2 but that higher fatigue crack growth rates are
predicted by the AT1 formulation.

• The phase transformation process has a limited effect
on Paris law coefficients, in agreement with
experimental observations. However, the m values
attained are slightly below those measured in the
literature.

FIGURE 10 3D lattice. Contours of defects (regions with ϕ > 0.95) as a function of the number of loading cycles. Results are shown in

the undeformed state [Colour figure can be viewed at wileyonlinelibrary.com]
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• Complex fatigue cracking phenomena can be captured
efficiently and without convergence problems. These
include the growth and coalescence of multiple defects
in arbitrary geometries and dimensions.

The framework developed can be used to optimize
the design of SMA components and map safe regimes of
operation. Potential avenues for future work include the
modeling of thermal fatigue and extending the model to
account for plasticity.
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