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Abstract

In 1983 Stephen Hawking proposed a mechanism involving a rank-3 gauge field implying
that “the cosmological constant is probably zero”. This paper examines the theory through
the Einstein-Cartan formalism, casting the field as a 3-form, appearing in the action via a
F A xF term where F' = dA. The equations of motion from A yield an integration constant
xF' = c that if substituted back into the Euclidean action produces what can be interpreted as
a probability distribution via the effective action. The peak is of course found as the effective
cosmological constant Acfr(c) — 0. First, from a review of the associated literature, it is
found that the original proposal had an important hole in the argument, caused by substituting
a solution into the action before obtaining all the equations of motion. However, this was later
shown to not disprove the method in its entirety: a closer look into the correct boundary terms
fixed the sign problem caused by the premature substitution. Furthermore, some new variants
of this mechanism were found to provide alternate ways to fix the issue, and to generalise the
process. An interesting result is a link found between this and Unimodular Gravity, which
may yet breathe some new motivation into one or the other theory. Some background and
illustrations to the cosmological constant problem are presented first, such as an introduction
to Quantum Cosmology, the Sequester and of course Unimodular Gravity. Doubts are also
raised about the use of a Euclidean action for a gravitational theory and its probabilistic
interpretation, along with possible ways around them.
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1 Introduction

The cosmological constant problem may be one of the greatest discrepancies between experiment
and theory in modern Physics. Weinberg’s famous review of the issue [1] states a fine-tuning
problem of roughly 120 orders of magnitude based on currently known particle physics and upper
bounds on the cosmological constant. It is then quite obvious why this topic is of great interest,
potentially leading the way to new physics, whether looked at from an observational, experimental
or theoretical view. The fact that this discrepancy still remains unsolved is a testament as to how
deep-rooted the problem is, potentially requiring some modification or addition to the Standard
Model or General Relativity. The first published discussions of the contributions of quantum
fluctuations to cosmology were generated by astronomical observations of an accelerating expansion
rate of the universe [1]. Authors such as Petrosian, Salpeter, Szekeres, Sklovsky, and Zeldovich
began the first discussions of positively curved models with non-zero cosmological constants in
the 1960s [2][?][3], revived from previous decades. Even further back, Pauli is believed to have
considered the effects of ground state energies on gravity [4], stating that a rough estimate of their
effect would place the cosmic horizon closer than the moon! [5] However, Padilla strongly highlights
that the problem may be much deeper, centred around radiative instability. Simply considering
loop diagrams of a single scalar field gives contributions to the total energy as:

—%ac/d4x o

V'uac ~ Zpam‘/icles O(l)m4

particles

where schemes such as dimensional regularisation are performed, and only finite terms are taken
into account. Now modifying the measure for general covariance [d*r — [ d*z\/=g, one obtains
a contribution to the stress-energy tensor of the form:

Tlraey = ~Voacd"”. (2)
Such a term would lead to a late time de Sitter expansion - as our universe appears to be heading
towards - but much earlier than in reality, as previously stated with Dirac. The idea then (naively)
is to absorb these fluctuations into the bare cosmological constant term A first introduced by
Einstein, appearing in the Einstein-Hilbert (E-H) action as [6]:

S=r / 27/~ (R — 20) + S [gpw 6] (3)

where £ = 1/(167G) with G the gravitational constant, R is the Ricci scalar, and Sis[gu., @] is
the matter action, which will contribute to T#”. However, as Padilla points out [4], A must be
readjusted at every order in the loop diagrams: their contributions do not converge, but in fact
lead to an infinite number of fine-tuning! Short of being able to calculate the contribution of each
diagram in the infinite expansion, some additional mechanism is needed to “naturally” modulate
these contributions. Not to mention the fact that these must not be entirely cancelled, since some
residual cosmological constant is clearly present. A point of caution here: many experts on topic
have differing views on which presentation of the cosmological constant problem is “the true one”
or the more “fundamental” one. What they can all agree on is that something is clearly missing,
and I hope the discussion here will contribute in some way to whichever view the reader subscribes
to.

Various mechanisms have been proposed in the 60 years since these observations, which are
already deftly covered in the 2 reviews mentioned here. Some will be picked out and discussed
briefly to give the reader an idea of the landscape of possibilities and their challenges. Quantum
Cosmology (QC) is a vast topic, a starting point of which will be covered first, followed by an
example of long-distance modifications of gravity. Unimodular Gravity will then be studied, being
an interesting theory which is pertinent to the main focus of this paper: Hawking’s proposed 3-
form A. A brief review of some of the work on this 3-form will be presented, followed by the study
of new thoughts and modifications not seen in the literature. First however, some background
information will be covered in the the remainder of the Introduction to ensure the reader is up to
speed and to lay down any conventions.



1.1 Hamiltonian Constraints and Canonical Quantization

The Hamiltonian dynamics and canonical quantization methods employed in this paper are based
on Dirac’s famous work on topic. His 1964 Lectures on Quantum Mechanics [7] are treated as the
gold standard, and reading through at least the first few lectures is highly recommended. Here I
cover some of the relevant points and interesting notes that come up repeatedly in the literature
around the topic of quantum cosmology/gravity, but are rarely explained. We start with an action
and a Lagrangian S = [ dtL(q,q) defined in configuration space, giving the Euler-Lagrange (E-L)

equations % (%) = % through variation of the action 4.5 subject to endpoints being fixed
(6Slt,y¢, = 0). We now define the conjugate momenta as p, = gTL and perform a Legendre

transform so that the Hamiltonian H = p, ¢, — L is defined entirely in phase space (¢, pn) where
summation of repeated indices is always assumed. The equations of motion (EoM) of a quantity g
are then given by its Poisson bracket (PB) with the Hamiltonian H:

oy Pa0H o 0y
9= {97 H} N 0¢n Opp, 0qn Opp, (4)

1.1.1 Constraints

Now, the momenta may not be independent of the coordinates; they may be related by some
equations called constraints:

(¢, P)m =0, m=1,..., M. (5)

These are called the primary constraints, as opposed to the secondary constraints that emerge
from consistency conditions later. The distinction is not particularly fundamental however. The
important thing to note here is that these constraints may be added to the Hamiltonian, since
they are by definition equal to zero, but will affect the EoM derived from it. This is ok since
these constraints are simply allowing for a more general motion, one that includes motion between
physically equivalent states. This is like a gauge freedom in a sense, and should be included
for the most general motion, since the Hamiltonian is not uniquely determined. The constraints
should only be imposed after the Poisson brackets (PB) have been computed, which is denoted
as ¢, ~ 0 and is called a “weak equation” under Dirac’s terminology. This is just a book-
keeping device. Now one must check the consistency conditions given by the constraints being
maintained in time through their EoM ¢,, ~ 0, which may well lead to secondary constraints. A
more important distinction is between “First class” objects, whose PB with all constraints vanish
({R,9;} = 0 — R is first class), and “second class” objects, which do not. A first class object
must then obey {R,¢;} = rj;:¢;, where r;; are undefined coefficients, since constraints are the
only independent functions of (¢,p) that vanish, by definition. Note that the PB of 2 first class
quantities is also first class, which will be an important consistency condition in the quantization.
Now one defines the “Extended Hamiltonian” Hpg composed of the non-constrained Hamiltonian
(which is first class) and the first class constraints:

HE:H+’U]'¢]'

which is just a linear combination of first class objects, with functions v; that are either arbitrary,
or have been determined by a consistency condition. The second class constraints must be dealt
with separately, as is laid out in appendix A. An interesting point to note is that the constraints
generate infinitesimal symmetry transformations:

Ag(dt) = €;{g, ¢;} (7)

where €; = 0t(v; — v;,) is infinitesimal. Now finally, the action may be rewritten as a sum of

first class constraints H ;, canonical conjugate variables (¢,p) and the non-constrained part of the
Hamiltonian H, if it is non-zero:

S:/dt (qnpn—vjﬁj—H) (8)

where the H ; will generate some infinitesimal symmetry transformation (i.e. remaining in the same
physical state), and the v; are arbitrary (unless they are constrained by a consistency condition). Of



course this can be recast as a spacetime integral over the Lagrangian density and the coordinates
promoted to fields: ¢, — o(z), p, — 7w(z) = %, >, — [d'z and {¢n,pm} = Sum —
{¢p(z),m(2")} = 6(x — 2’). One final note before passing to quantization: the link between a
relativistic theory and the constraint H ~ 0. If the Lagrangian is homogeneous of the first degree
in the velocities (i.e. L(ag,q) = aL(¢,q)), then by Euler’s theorem:

oL
4 ol 9)
— H =0.

Meaning our original Hamiltonian also becomes a first-class constraint. Note that foliating space-
time into spacelike surfaces and expressing the Lagrangian as the amount of action §.5 between
two such neighbouring surfaces, divided by some measure of distance 7, necessarily yields a La-
grangian homogeneous to the first order. This is essentially the procedure of the ADM formalism.
Now the crux of the argument is that since Hg is made up entirely of first class constraints, the
EoM are given by:

i~ vi{9.6;) (10)

where the v; are arbitrary, so that the time scale is obviously also arbitrary. Any variable increasing
monotonically with ¢ could be used as a measure of time, we say the theory is “time reparametriza-
tion invariant”. This is a desired feature of any relativistic theory, since no one coordinate system
is absolute, and so any manifestly relativistic theory should exhibit Hgr ~ 0. Furthermore, one
may force this behaviour onto any theory through the following procedure: take the time variable
as an extra coordinate gy, and re-express everything in terms of a new time coordinate 7 so that:

dqo dgn/dr dqy,
L*=-—"2L =L — k=0,.. N. 11
- (an dgo G g ) sy (11)

The action is invariant under this change due to the corresponding change in the integration
measure, but the Lagrangians are not in general equivalent. L* will always yield a Hamiltonian
which is weakly zero. Lastly note that the measure of distance between two spacelike surfaces d7
is generally taken to be orthogonal to these so that any quantity may be divided into tangential
and orthogonal components to the surfaces more easily. If the Hamiltonian is defined at a specific
time on one such surface, the orthogonal components drop out.

1.1.2 Dirac’s Quantization Prescription

If there are no second class constraints, the procedure at this point is rather straight forward:
promote the coordinates to operators (¢,p) — (¢,p), and the Poisson brackets to commutator
brackets {-,-} — [-,:]. Then set up a Schrédinger equation of the non-constrained Hamiltonian
ih% =H ¥, and impose further conditions as operator equations from the constraints d;jw =0.
Now we know from above that the PB of two first class constraints is also a first class constraint,
so the following consistency condition must be satisfied: [ngSj, (ﬁj/} U = 0. However, we want this

relation to be implied by the previous constraint equations, meaning this commutator must yield
a linear combination of known constraints of the form:

[q@j, éj'] = ¢y (12)

and note that all the coefficients ¢;;/;» must appear on the left. To achieve this, one should
rearrange the operators in the theory if possible. If this is not possible, then one cannot accurately
quantize the theory from the classical one (i.e. it is only accurate to order O(h) and not O(h?)
for example). Finally, the constraints must also be consistent with the Schrodinger equation as

[ng, Iﬂ ¥ = 0, which likewise implies:

{qBj, H} = by by (13)

where again the correct ordering must be achieved.



1.2 The Einstein-Cartan Action and First-Order Formalism
1.2.1 The Tetrad Basis

At this point the tetrad basis must be introduced, defined using the vierbein e}, and co-veirbein e}
which are local transformations between the general spacetime coordinates given by a metric g,
and flat spacetime with 74 [8][9][10][11]:

a, b
Guv = €,€Mab

) (14)
TNab = egeb Guv-

This is sometimes called a “non-coordinate basis” since they do not define coordinate transforma-
tions (for instance the commutator [e,,ep] # 0 in general ,with e, = e/, = 0, a vector). This
ends up creating 2 sets of indices: one with Greek letters labelling the coordinates, and one with
Latin letters labelling an internal SO(3,1) symmetry. One can switch between these indices by
using the tetrad basis matrices e, e}, so long as the indices are those of a tensor. Objects may
then be defined in terms of the 1-forms e® = ejjdz*, which is the basis for the Einstein-Cartan
formalism. Note that unless otherwise stated, the product between two forms is the wedge product,
so this will generally be omitted. From this and the connection one-form I'Y, one can define the

torsion 2-form 7' via Cartan’s first equation:
T% = De® = de® +T'%eb (15)

where D is the covariant exterior derivative with the connection 1-form as the gauge field. In the
defining representation DV = dV“—i—F“b/\Vb, whilst in the adjoint rep DV® = dV*+[I", V]*, where
V@ is an r-form and [v,w] = v Aw — (—1)P%w A v is the graded commutator for v and w a p- and
g-form respectively. A good analogy is Yang-Mills theory where FF = DA = dA + [A, A] so that A
is the gauge 1-form and [A, A] vanishes if the symmetry generators commute (i.e. U(1)). Also note
there may be some coupling constant before the second term in the covariant derivative, though
this will never meaningfully enter any of the considerations in this paper, and so will be ignored.
The precise relation between the tetrad basis and connections is determined by the EoM as well as
the equation above. This is a big departure from the E-H method (second order formalism) into
what is known as first order formalism, given by the Einstein-Cartan action:

K

1
S = 2 /eabcdeaeb (RCd - 66C€dA) + Swmle?, ¢] (16)

where €,,qp is the fully antisymmetric Levi-Civita tensor, with eqpcq its tetrad counterpart.

1.2.2 The Spin Connection

Now, we may define the spin connection, which is the connection needed for the covariant derivative
of a spinor field in a general spacetime. First recall the Clifford algebra of the gamma matrices
from the Dirac equation in flat spacetime {~v#,~"} = 2n*"  where {-,-} defines an anticommutator
bracket here. One can define their curved spacetime counterparts as v* = et~® [11], so that
the original matrices are now labelled by the internal indices, and the anticommutator may be
expressed as:

{(v*.7"} = 20", (17)

Ignoring any other local symmetries (such as U(1) which couples the Dirac field ¢ to electromag-
netism), the kinetic term appearing in the action is of the form ¢y*V 1, where ¢ = 1T% and V,
is a form of covariant derivative so far undefined. Note that under a local Lorentz transformation
A%(z), the Dirac spinors transform as ¢4 — S[A(x)]ap¥ s, where S[A(x)]ap is the spinor repre-
sentation of A(z), with capital Latin letters denoting spinor SO(4) indices (and their position is
irrelevant). Thus, for the kinetic term to be invariant, the covariant derivative term must trans-
form as V¢4 — S[A]ABAabewB. This yields a covariant derivative defined in terms of the spin
connection wAB [11][12][13][14]:
v(ﬂ/}A = 6a'(z)A + wawB
' (18)

=2



where SAP = £ [’ya,fyb]AB is the generator of the S[A]4p transformations, and T'®¢ are the com-
ponents of the connection one-form I'*¢. See Geometry Topology and Physics by Nakahara [11] for
an explicit derivation. As a result, it appears to be common practice to refer to the connection
1-form T'¢ directly as the spin connection (though that is not the case in this paper). Finally the
convention ¥ = 4V, is used. For completeness, I will redefine the covariant exterior derivative
more generally on an r-form with tetrad and spinor indices V¢, that is also coupled to a gauge
1-form A as DV{. In the defining representation of the 1-form connection and the gauge 1-form,
this gives:

DV =dVe 4+ T4V + wapVE + AVS (19)

with w = w,e®, and a similar equation for the adjoint representation. Of course, if the r-form has
no tetrad indices, then the corresponding connection term drops out, and similarly for the spinor
indices. Likewise if it is not coupled to A the last term drops out. This is simply a definition to
save time. In this paper, the quantities will generally not be coupled to a gauge field A, so for a
simple scalar field D¢ = d¢. The “non-form” covariant derivative associated with this would be of
course (Assuming V§ is a 1-form for simplicity):

DP« l/aA = VHVVGA + 1—mlz‘/vlzl)A + wABVVaB + A VaA (20)

with V,, the standard covariant derivative from GR with the Levi-Civita connection (with again
differences for adjoints reps).

It is interesting to note that as a consequence of this, spinors imply the need to for non-zero
torsion. To see this, first the recovery of the E-H action from the E-C one without a spinor field

must be seen:
K

1
2 6 (21)

S — / v/ g (R — 20) + Sy [gprs 6, D)

where R} = dI'y + I'AT'9, is the curvature 2-form given by Cartan’s second equation, A is the
cosmological constant, and any derivatives of scalar fields are simply given by the exterior derivative
d (possibly coupled to some gauge field A) so that the matter action is not dependent on the
curvature one-form. Now noting that dRY = DéI'% = déT'% + [I',6I']%, and using Cartan’s first
equation and Stoke’s theorem (with [ D(:--) being a boundary term and so not entering the EoM),
the variation of the E-C action w.r.t the connection one-form is:

55:—n/acT%%Wd
T €abed (22)

—T%=0.

The torsion is thus forced to zero. Variation w.r.t the tetrad one-form e® then gives the E-C
version of the Einstein equations (see Appendix B). Now with this condition (or assuming 7% = 0
to begin with) as well as det(e};) # 0, Cartan’s theorem states that one may relate the E-H and
E-C quantities as:

Iy = esVyey (23)
b
R%,, = eges R,
It can then easily be shown that Sgc reduces to Sgy. However if the matter action contains any
dynamical spinor fields, it will necessarily depend on the one-form connection Sy = Sar[, 00, ')

from a ¥4 term so that instead of a vanishing Torsion, the EoM from the connection are:

0Snm

TAeb = — )
€ 5T,

(24)

This suggests that any full theory of Quantum Cosmology (or even gravity) should likely be
formulated in the first order formalism, or some other theory including tetrads (such as Loop
Quantum Gravity). Allowing for non-zero torsion may also enable theories of gravity not normally
admissible [15][16][17][18][19].



2 Past and Current Attempts at a Solution

2.1 Quantum Cosmology

One of the favoured avenues of research to solve this problem is to look at the quantum behaviour
of gravity over the evolution of the universe. Short of a full theory of verifiable Quantum Gravity,
different tricks, guesses and approximations are used. Last year’s MSc dissertation by Mateo
Pascual Quantum Time for Quantum Cosmology, supervised by Joao Magueijo already covered
the ADM formalism and Ashtekar variables in great detail. It is well worth a read, and I will only
provide a summary of these topics here for completeness, followed by a “simpler” example of QC
which I believe is more illustrative of its characteristics.

2.1.1 ADM Formalism

A good start is generally the ADM formalism, whereby one foliates the 4-dimensional manifold of
spacetime along cosmic time into spacelike hypersurfaces M(y) = R(t) ® X(&) [20][21] according
to a deformation vector T#(y) = y* = N(y)n*(y) + N*(y), where {y*} is a coordinate patch on
M, while ¢ and {x%} ((i, j, k) being spacial indices) are defined on the embedded submanifolds. n*
is the unit normal to the surfaces X, while N and N* can be recognised as the lapse function and
shift vector respectively. Pictorially, this is:

Figure 1: 3+1 foliation as M =R ® ¥

{

d(t-dt)

The following can then be defined:
Vv = Guv + 10, Ky = 'yww,,gvo‘nﬁ (25)

so that -, gives the 3-metric on the hypersurface (for example if n,, = (1,0) — 700 = 0 and ~;;
is the spacial metric on the surface), and K, is the extrinsic curvature in the surfaces. Note that
this is all equivalent to splitting the metric into different components as:

ds* = (—N? + 7;; N'N7) dt? + 2N;dx'dt + ~;;dz’ da? . (26)

Now defining all these quantities according to the new 3-metric (i.e. pulling back these quantities
onto the surfaces X, see last year’s dissertation for the details), the E-H action may be written:

S=r / dt / Pz /AN (R(3> + KK — K2) (27)
R >

which is the full ADM action, K = 797 K;;, and R® = R®)(y;;) is the 3-D Ricci scalar on
the hypersurfaces ¥. Performing a Legendre transform, the canonical conjugate to v;; is 7% =

k7 (K4 — K%). So that now the action can be rewritten in terms of constraints, as described

in the introduction:
S = / dt/ AL (W‘m—j — N/H — N}l)
R p)

H' = —2V;n/" (28)

. 1 ii 1 .
H= T\ﬁ (7‘(’ Ty — 2772) — /-@\/TyR(‘S)



where H? ~ 0 and H ~ 0 are the generators of spacial diffeomorphisms and the Hamiltonian
constraint respectively, so that the full (extended) Hamiltonian density is H = N/H! + NH. V;
is the covariant derivative defined on the spacelike surfaces ¥. This is the starting point for many
treatments of QC, such will be seen in the Unimodular Gravity section.

2.1.2 Ashtekar Variables

At last we come to one of the most important steps in the development of quantum gravities: the
Ashtekar variables. In 1986, Ashtekar introduced his new variables [22] defined on the spacelike
hypersurfaces ¥, which vastly simplified the constraint equations. Although this is an intricate
topic, I only cover it briefly as most of it does not pertain directly to the rest of the paper (and again,
this was already covered extensively last year). However, quantities such as the Chern-Simons
invariant will come up later, so I wish to at least illustrate in what context they emerge. Using
the tetrad technology from the introduction, the densitised inverse triad E! can be introduced
[22][23]:

1 A
— k b
E = 56” €abciCy = /Y€,

1 (29)
,ylj _ *E;ngsab
Y

and what turns out to be its dual K as:
Kij = K(a,L Ja) (30)

The (i,4,k) are spacial indices, while the (a,b,c) are internal (tetrad) SO(3) indices, which are

generally treated as SU(2) indices in the literature (and by Ashtekar himself) due to the Lie algebra

isomorphism so(3) = su(2). “Curved” brackets around indices such as (ij) denote symmetrisation,

while “square” brackets [ij] encode antisymmetrisation. Now recalling that the extrinsic curvature
a a

is symmetric, another constraint must be added: K[iKﬂ =0—=>Ggy = Ki[aEé] = 0, which is better
expressed in terms of a new connection as:

1 .
G, = —D,E}
YIm

D,E! = 0,E! + eap ALE!
A% =T% + v, K8

(31)

with vy, the Imirzi parameter, which is a free complex parameter derived from the scale invariance
of the {E, A} PB [22][24][25], and with T'¢ = 1e®“T';,. the dualised connection one-form. This
new connection A then is treated as the conjugate momentum instead, and the ADM action can
therefore be rewritten in terms of these new Ashtekar variables as:

S = /R dt /E @' (2BLA¢ — [A*Ga + NH' + N

i = BiFj — (1= 7}, K!G,

a’ij
_ EiE) (32)
H= b (eabCF;. (12 K‘ﬂd’)
del(Ey) 3~ 2 ) KK
1 .
G.= —D,E!
YIm

where Fj5 = 20;A% + e“bcAfA§ is the curvature of the connection. In fact this action can be used
as the starting point for constructing gravity as a gauge theory, where structures such as a metric
are merely secondary products, as was done in this excellent introductory review of the basis of
Loop Quantum Gravity (LQG) [26]. From this starting point, the Imirzi parameter takes the value
Y1m = 1, which simplifies the constraints yet further, so that the constraint G, = D;E? is analogous

to Gauss’ law for an electric field Ei, H; = EZFZ»‘} generates spacial diffeomorphisms on the
conjugate fields, and the Hamiltonian constraint takes the form H = eqp. B E7b (F5+ LeijpEre)
(A is so far arbitrary). This admits so called self-dual solutions that satisfy F; = _%€ijkEka,

and can be solved with A4;, = i\/gf(t)ém. Now the electric field must be the gradient of the



Hamilton-Jacobi function E% = —%ST@ that can be solved to yield the Cherns-Simons state [27]:

2
5—37\/3/03

1 9 (33)
Yos==Tr | ANdA + iy
2 3
where Yeg is the famous Chern-Simons invariant [26]. Hideo Kodama then showed in 1990 that
the Kodama state is an exact quantum state solution in Lorentzian deSitter spacetime [28]:

Uy (A) = NeSes, (34)

2.1.3 A Simpler Example: The Kodama State from FLRW Spacetime

For simplicity, one may work in mini-superspace (MSS), meaning a homogeneous and isotropic
space of 3-metrics. In this context I present an explicit attempt at quantizing gravity, keeping in
mind the results here can be obtained from those in the section above. This reduces the ADM
metric (26) to the Friedmann-Lemaitre-Robertson-Walker (FLRW) metric:

ds® = —N2dt? + a(t)>vi; (F)da’ da’ (35)

so that a(t) is the expansion factor of the universe. Now, employing the E-H formalism, one defines
the curvature k according to the spacial Ricci scalar as R(®) = 6k, so that k = 0,41 as usual. The
full 4-D Ricci scalar can then be computed as:

1a k1 [a\°
R_6<Nza+az+N2(a>> (36)

which can be put into the massless E-H action as:

_ 3V P2 s A,
S_87TG dt(ba +Na[k+b 3a

3V, : A
g =2 —b(a? 2_ g2
S S /dt< b(a)JrNa[ker 3a]>

by using /—g = a3\ﬁ, fd?’:v\f = V. (the comoving volume), and defining the new coordinate
b= %, as described by Floris Harmanni in their analysis of Higher order Langrangians [29]. The
specific choice of b is taken from [18]. Now we wish to find the Hamiltonian of the system, via a
Legendre transform. So the following coordinates are picked, with their conjugate momenta and

associated Poisson brackets:

(37)

qliN*)plio (38)
3V,
— 2 _ c
g2 =a° — py = p—e (39)
q3=0b—p3=0 (40)
So now we have the Hamiltonian:
3V, A
H=—-—2Nal|k+b - Zad?|. 41
snG ¢ [ e } (41)
So from the two first Poisson brackets, the massless Friedmann equations appear (in order):
o\ 2
k A
<a) +N?’= =N’
a a 3 (42)
é - N2§
a 3

However, the first equation above forces the Hamiltonian to simply vanish H ~ 0, becoming a
constraint as expected. However this is very troublesome for quantizing the theory any further,
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and any QG theory must attempt to deal with the ramifications of this. For instance, how can there
be time evolution without a Hamiltonian? This issue notwithstanding, H = 0 is generally realised
at the quantum level by the Wheeler-de-Witt (WdW) equation [30][31], a constraint equation as
prescribed in the introduction:

HU =0 (43)

where U is the wavefunction of the universe - if such a thing can be defined. Now generally
this theory is quantized by promoting a(t) to an operator @ (converting b back in terms of a),
diagonalising w.r.t to this and obtaining the more common version of the Wheeler-de-Witt equation

[18]:
((;9&2 as U(a)) (a) = 0 (44)

where the « term contains effects of operator ordering. However, Magueijo’s prescription will be
followed instead [18], where he keeps the choice of coordinates a? and b (which also implies a choice
of ordering):

47TGN
b,a’} =
{ 7a } 3‘/c
A il2 (45)
— |b, 2} = -
[“ 3V,
from Dirac’s canonical quantization, with [, = v/87Gnyh. Now in the W¥(b) representation, this
~ 272
commutator may be realised through a? = —;7”6%:
HY(b) = iAl, 0 k+0* | ¥(d) =0 46
0) = Gyt gp +h+ 0| v = (46)
which can be easily solved for:
IVe b3
U(b) = Nexp <z AZ {kb + 3]) (47)

which is just the Fourier dual of the better known Kodama state (34) with a particular ordering
(for more details see [18]). This particular variant may in fact dispell some of the criticisms heaped
onto the CS state stemming from it not being purely imaginary. Furthermore, it in fact gener-
alises the Kodama state by working from the E-C action to allow for torsion and a dynamical A.
Explicitly, b = a + aT, where T'(t) is the parity-even part of the torsion, and a new variable c is
the parity-odd part of the torsion. In this way, Magueijo is also able to turn A into a dynamical
variable while keeping a well-behaved theory [17] [18]. Among other things, the hope is to shed
some light on the value of the cosmological constant on shell.

Furthermore, one may split the Hamiltonian into a kintetic component K(a) o b?> = (a)? and

a potential one U(a) o k — %aQ. For k =1, A > 0 (as may be consistent with current measure-
ments [32][33]), the potential has the following form:

Figure 2: Potential of the Expansion Factor in the E-H MSS Hamiltonian

U(a)
A |
I Classically
I allowed
I region
1
0 >

which raises the possibility of the wavefunction of the Universe “quantum tunnelling out of
nothing” from the classically forbidden region to the allowed region. A more general version of this
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is known as the Vilenkin wavefunction, fyom Alexander Vilenkin’s original paper [34] that used
a WdW equation of the form (a*p%al’% —U(a)) ¥(a) = 0, where U(a) = a® (1 — C?a*) and

C = %GA. p encodes the ordering of the operators, and the WKB solutions for the classically
allowed (a > C~1') and classically forbidden (a < C~!) regions are respectively [34][35]:

UM (a) = exp (ii V=U(a')dad" F ZZ-)

Cc-1

c-1
\I/(f)(a) = exp (:t/ \/—U(a’)da'>

(48)

The tunnelling condition corresponds to the choice of the outgoing wave as Ur(a > C~1) = g (a).

2.2 Long-distance modifications of gravity - The Sequester

At the other end of the scale, many have tried to make long distance modifications to GR
[36][37][38][39]; one may think of the cosmological constant as “the gravitational source of longest
wavelength” [4]. As such, many long but finite distance attempts have been made, such as massive
gravity or the “Fab Four” action (see Padilla’s review for a brief explanation of the latter [4]).
However these all run into difficulties when implementing some form of screening mechanism to
recover the incredibly accurate measurements of gravitational effects, at the Solar system scale
for instance. Indeed, such departures from GR should disappear to one part in 10° by that point
[4][40]. Furthermore, these theories also have a tendency to struggle to maintain causality, or
simply break it [41]. This can be seen from the simple question: how can the theory “know” which
contributions to the energy momentum tensor from a source are long wavelength before they have
travelled the threshold distance to be classified as long-ranged? This creates an issue for sources
of vacuum energy just after the Big-Bang, since the theory does seem to have to “know”, to cancel
out these long-wavelength modes early on (and almost nothing else), in order to comply with early
time observational evidence such as nucleosynthesis. So for a local theory, causality appears to
have to be thrown out. However Padilla does mention that causality could only be violated globally
by a future boundary condition (just as with a black hole event horizon), which excludes closed
timelike curves and so could be consistent with current GR. One should note that to measure the
vacuum energy to be cancelled out in this way, contributions over all of spacetime would need to
be scanned — in other words we are looking at a global modification of gravity, the “ultimate long
distance modification”.

In this vein, a proposal for a global modification of gravity known as the Sequester is taken
from Padialla’s review [4] and summarised here. Here the comological constant A is promoted to
a dynamical variable (not a spacetime field, but a constant that can be varied over in the action),
which we then want to “talk” to the matter fields using another dynamical variable A\. Note that
this somewhat parallels to the “coupling field” A(x) introduced in our own proposals below, but
the two are different and should not be confused. The action in E-H form is then [4][2][42]:

S = %/d4m\/jg (R—=2[A = NL,(A\ g™, 0)]) + 0 (Afuzx) (49)

where £,, is the matter Lagrangian and o is the sequestering function (not integrated over) that
should be determined by phenomenology, but must be odd and differentiable. Any factors of x
have been absorbed into o. Note that A acts as a scaling factor, and can be absorbed by a change
of frame as G, = A2g., — /=g L (A 72g", V) = /=L, (3", ¥). Now varying A, A and g"”
respectively gives the EoM:

1 A ;
/\4M4U/ (/\4M4> = /d zv/=g

4A / A 4 47 (50)
)\4M40 ()\4”4) :/d x/ —g\*T

G = — G\ + N,

where T}, = \/2_7 [ d*a/=GL (", ). Now defining the spacetime average as (Q) = ffi;fmi\/_if,
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the first two equations of motion yield:
1, 4+
A= ZO\ T) (51)

and the last equation is simply Einstein’s equations, if one identifies T}, = )\4TW. Now (120) may
be substituted in, yielding:

1
G,uu = dpv — Zg,ul/<T> (52)

This is reminiscent of the traceless energy momentum tensor discussed in Unimodular Gravity
below. Specifically, only the trace of the spacetime average is cancelled here, which happens to
contain all the vacuum contributions since (Vyae) = Vige, and T(‘;l;c) = g"V,qe. This is a very
elegant mechanism and avoids having to deal with replacing the cosmological constant with an
integration constant as in Unimodular Gravity (see below). Furthermore, matter coupling globally
to the metric via g, = )\ng ensures that the vacuum energy scales as A* at every order in loop
expansions, so that this cancellation of the vacuum energy works at every order. We are only left
with the spacetime average of the local matter is left as a cosmological constant A.yf = i(T(loml)%
since the vacuum energy cancels out — i.e. only the troublesome part has been removed. For more
detail on the implications and restrictions of this model, such as requiring a finite spacetime (Big
Crunch!), see [4][2][42].

2.3 Unimodular Gravity

What has become known as Unimodular Gravity is a simple trick to make the vacuum energy
drop out of the dynamics by performing a restricted variation of the metric so that |g| = 1.
However, as Padilla points out in his review [4], upon closer inspection it should not help the
cosmological problem: |[g] = 1 is simply a gauge choice for the fully diffeomorphism invariant
General Relativity. Explicitly, it changes the symmetry group from the diffeomorphism group
09 = V(uCyy to the transverse diffeomorphism group, where additionally V,{* = 0[4][43]. So
how to reconcile these two observations? There are a few ways of showing this explicitly, depending
on how one implements the constraint on g. Padilla presents the use of a Lagrange multiplier A
in a term A(y/—g — 1), in which case this new \’s boundary value acts as a cosmological constant,
which as a variable becomes radiatively unstable. Another method he shows is Weyl-Transverse
Gravity, where one defines g, = Iff WI T and varies f,,, instead. This is my preferred method since

%
it leads directly to the traceless Einstein equations. One can easily check this forces |g| = 1. So
that the action and EoM read:

S = n/d‘*x(R — 2A(2)) + S,
(53)
S Ro— 1 R=S8 T(traceless)
nv 4gll/l/ - i 224
where |g| = 1 was used, with R = g""R,,, = |f|'/*f*R,,, and any “trace” contributions of the
matter action (i.e. anything proportional to v/—g but not g,,,) along with the cosmological constant
A were lumped into the scalar A(z), which drops out of the EoM. Variation of S,, then only gives
the traceless part of the full energy momentum tensor, and it is straight-forward to check the trace
of the LHS is zero too. Another way to view this result is to define IR = A(z), so that the EoM
becomes:
Guw = —gu (@) + 8T receless) (54)

with A(z) so far an unknown scalar field. This is in fact the initial result from using the Lagrange
multiplier method mentioned above. Now these obey the Bianchi identity V,G"” =V, T*" = 0,
and therefore so must A(z): ,A(z) =0 — A(z) = A. The field is thus forced to be a constant and
Einstein’s equations are recovered, but with A an unconstrained constant of integration, similar
to those obtained in Hawking’s 3-form method which is the focus of this paper. However A was
defined using the field R appearing in the action so suffers from the same radiative instability as
in the previous method, with no apparent mechanism to force it to zero at every order.

Still, it would appear the vacuum contributions have been traded for the extra freedom of a
constant of integration (despite it’s flaws). So out for interest of its dynamics and in an effort to
recast this theory in a manifestly covariant form, Henneaux and Teitelboim’s The Cosmological
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Constant and General Covariance [44] instead provides an elegant Hamiltonian analysis of the
theory, for which an overview is presented here. Note however that some extra details are added
which are my own best attempts at filling in the gaps of certain steps. Here again the starting
point is the ADM formalism, so that in the paper’s language the action is:

S— / d'w (x5 — NH — Ny )

H; = —2V ;) (55)

1
Ho=~"" [Mﬂ” - 2(7@2} - R®

where N = /=g = N V77 and H; and H, are called the generators of spacial reparametrizations
H
ﬁ
for simplicity). Henneaux and Teitelboim then note the following Poisson brackets:

and normal deformations respectively (7—20 = from (28), and the paper ignores the factor —x

(Fo(x), Ho(z')} = [(\%H) () + <\1ﬁfﬂ) (x')} 0,6z — o)
{Ho(x), Hi(a')} = 0i(Ho(x))d(x — a')

[Halw). ()} = Hua')0,0(x — a') + H; (2)9;0(x — ).

(56)

Now the way of implementing |g| = 1 here is to vary v, 7%/ and N; but not N. This yields the
Hamiltonian and the secondary constraint:

H= / d*xNHy + / BrNH;

OH

ON;

(57)

{pi,H}: ~0 — H; =0
for p' the conjugate momentum to NN;. At this point one may recover the Hamiltonian version of
the traceless Einstein equations from 7;; = {m;;, H} and 4;; = {7;;, H} and the above constraint.
The point the paper emphasizes is that this Hamiltonian has further tertiary constraints —i.e. de-
manding that the secondary constraints be maintained in time — one must impose before analysing
the dynamics:

Hi = {Hi, H} ~0

. S 58
%N363H2+7-LJ81NJ+N32H0%0 ( )

which follows from (56). For arbitrary N7 and fixed N “different from zero at all points”, this
expression vanishes only if: y
0;Ho = 0. (59)

There are no quaternary constraints, and one may solve (59) as Ho + 2A(t) = 0, with A(t) a
spacial constant. This constraint then corresponds to the Bianchi identity condition 9,A(xz) = 0
from Weyl-Transverse Gravity above, for u = i (i.e. identifying H, with A(z)). For the time
component, one can make the additional requirement that the Hamiltonian describes a relativistic
theory (and so is time-reparametrization invariant):

{HH}~0 - 0,H~0
— OHo ~ 0 (60)
—>7’~[0—|—2A%0

where use was made of the constraint (57) and the fact that SN = 0 — ;N = 0 here, and so A
is now a full spacetime constant. Note how the restricted variation has promoted the Hamiltonian
from being a mere constraint H ~ 0 to something marginally less restricted H ~ A. Also notice
the similarity of this free integration constant, and those that will be seen in the next section.
As an interesting aside, Henneaux and Teitelboim make the astute observation even when “not
written in a manifestly gauge invariant form, theories have a way of telling us that they possess a
hidden gauge invariance”. In a Hamiltonian method, this is signalled by the appearance of higher
generations of constraints. For details on how to know when there are such additional constraints

14



and thus how to properly count degrees of freedom, see [44].

The paper now turns to making the theory manifestly covariant “without changing its physical
content”. The first step is to incorporate the tertiary constraint into the Hamiltonian, but there
remains an issue: the theory is not explicitly invariant under time reparametrizations ¢ — f(¢).
Another way of seeing this is that 0,H = —29,(A(t)) [ d*zN = 0 does not appear to be true in
this form, even though it should be from (60). The way to make a non-vanishing Hamiltonian
time-reparametrization invariant is to promote the original time ¢ as an additional variable, and
re-express everything in terms of a new label ¢/, as described in the introduction. Explicitly, we
must return to the action and change dt = dt't (assuming ¢ and ¢’ are “in the same direction”), and

making sure this map is invertible % = %%. So now the action reads:

5= [ dta (w1 [ 5] o)
where now we have the conjugate variables and Hamiltonian are:

t—p=— [Ni?li + Nﬁo}

H = ip, + i [NH + mo} (62)
— H' = 2ip, + 2A(t')N
—H =0,

Henneaux and Teitelboim write this as an additional constraint in terms of the original Hamiltonian
density p; + H = 0. We have now introduced A(t') as a dynamical variable conjugate to “cosmic
time” ¢ [44], so the theory has one global degree of freedom on top of those from g;; and 7. It is
clear to see from the now vanishing Hamiltonian that if one assumes that the wavefuntion of the
universe is in an eigenstate of A, one recovers the Wheeler-de-Witt equation:

H'W(A) = 0. (63)

The next step is to deal with the global variables ¢(¢'), A(¢)’s breaking of manifest locality. this is
best achieved by introducing a time field 7°(z,#') and its conjugate momentum mo(x,t') so that
the parametrization and the constraint 0;Hy = 0 can be can be introduced by writing:

mo = o (64)
32'7'(0 =0.
The action can then be written:
S = /d4a: (Wij’.}/ij + 1T = N {770 + 7:/,0} — N, — 'Tiaﬂro) ) (65)

so that one varies 77, Gij» 70 7% and N to obtain the same results. The 77 are a set of Lagrange
multipliers to enforce the constraints above. Now one may define T+ = (7’0, Tl) and my = 2A,
write 7%/ in terms of g;;, to obtain the manifestly covariant action:

S = / d*z (vV=g(R — 2A) + 209, TH) . (66)
which is varied w.r.t. g,.(x,t), A(z,t) and T#(z,t) so that the EoM are:

Guu = _gMVA
9,A =0 (67)
OuTH —+/—g=0.

Which are Einstein’s equations with the cosmological constant as a constant of integrations, and one
extra EoM. This merely says that the time evolution of the spacial components 7 is unconstrained,
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while the time component obeys 70 = 9;7% + \/—g. Defining T(t') = [d*zT?, this may be
rewritten as:
7(t) = [ & (577 + V=)
— / dt'T(t') = / d'zy/=g (68)

= AT({t)=V

where V = [ d*z is the invariant 4-D volume. Therefore only the spacial components 7 are
pure gauge, but all of the components are needed to preserve general covariance and locality
simultaneously. The overall gauge transformation is obviously:

T TH 4 et (69)

with the condition 9,e* = 0. This all may be recast in terms of a 3-form as A, = €477,
which is thus dual to the time field:

S:/d4x\ﬁ—g(R—2A)72/A/\dA
A— A+dn

(70)

with A = %Awgdx“dx”dx", n= %n,wdz“dx” and consequently e* = %e‘“’“&,m\a. The last term
has the form of the characteristic Chern-Simons term. Note that this term can be rewritten as
+2 [ AF for F' = dA, which is similar to the term appearing in one of the original proposals further
down. It will become clear how this term has inherited the role of the free integration constant A.

3 Hawking’s 3-form

3.1 The Original Proposal

In Hawking’s 1983 paper [45], he proposes a mechanism whereby the cosmological constant “is
probably zero”, meaning it can take any value but has a large probability of vanishing. This makes
use of two tools, or assumptions: the presence of a 3-form gauge field A = %wadx“dx”dxk, and
the interpretation of the resulting Euclidean effective action from the path integral as a measure
of probability P(\.ss) oc e=SesfXessl. The Euclidean E-C action is thus:

S = g/eabcde“eb (RCd + éecedA> + Sarle?, 4. (71)
and from now on the Euclidean action will always be used, unless otherwise stated. However, for
this particular section, parallels with the E-H version will be frequently drawn for clarity. It is
well known by now that an antisymmetric abelian gauge field A,, can appear in certain models
of supergravity [46]. The most apparently relevant to this discussion is N=8 supergravity: A,
can appear naturally in 11 dimensions, which when reduced to 4 dimensions is present in the
Lagrangian only in terms of its field strength tensor F),, ,x. Now, following Hawking’s method, the
following term is added to the E-C action:

/ F A *F (72)

where * is the spacetime Hodge dual and F' = iF,WpAd:c“dx”dxpdxA is related to the gauge field
as FF'= DA =dA+ [A, A]. In this paper, it will assume that A, is the gauge field of an abelian
(i.e. U(1)) symmetry (as is consistent with N=8 supergravity), so that simply F' = dA. The E-H
equivalent to this term would be &; [ d*z\/gF, ,nF*P*, with F,,,n = 40,,A,,. The equation
of motion (EoM) of A is then:

dxF =0 (73)

and since Fj,,,y is a a fully antisymmetric rank 4 tensor on a 4-dimensional manifold, it must
be proportional to the Levi-Civita tensor F,,» = c(2)eupr, where c(x) is a scalar function.
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Therefore §,c(z) = 0, or in other words ¢(z) = ¢ - a constant, and using F' = ; Fypcae®e’e‘e? with
F, bed = C\T )€gbed-
abc ( ) abc 62
/F/\ xF = E/eabcdeaebeced (74)

or ¢ [d*z,/g in E-H. Hawking then uses this directly in his action to get (ignoring matter):

_E a,b cd lcd ﬁ
572/€abcdee <R —|—6ee <A+2H)). (75)

The effective cosmological constant would then be Acff(c) = A+ g—i, formed of the “bare” cos-
mological constant A containing all the contributions from all the matter fields and anything else
that plays a similar role, and an as yet undetermined integration constant c. Solving the Einstein

equations in the usual way would then yield R = —1e‘e?A.ss(c), so that the effective action
reads: \
Segy =~ 2etrle) [ cancacteecet (76)

Now [ €eqpeqete’ece? = [x1 = 4! [ diz,/g = 4!V,, with V, the comoving volume. If the $* solution

of a closed universe with Acrs(c) > 0 is picked, then V, = % [47], so that finally:

3
Seff = ==
S WS (77)

P(c) oc e SersPress (@),

In other words, there is a sharp probability peak as Acsf(c) = 07 !

Furthermore, Raphael Bousso’s paper Quantization of Four-form Fluzes and Dynamical Neu-
tralization of the Cosmological Constant [48] provides an analysis from the view of compactified
string theory. It states that *+F may be integrated over a zero-dimensional manifold (a point), so
that the generalized Dirac quantization condition becomes:

en

& (79)
where n € Z. Rapahel found that compactification of certain M-theory configurations leads to
“vacua with discrete but closely spaced values for the cosmological constant”, so that A =~ 0, but

A # 0. This would agree rather well with observations.

So is that it? Well no, there are 2 issues that need addressing here. The first is a rather subtle
question over whether the path integral of the universe can be interpreted in such a probabilistic
sense, or even whether a Euclidean action is well posed in this context [1]. The second is more
definite, in that results of an EoM should not be substituted back into the action before all the
EoM are obtained [47]. T will now cover existing discussions on these topics.

3.2 The Equations of Motion are King - Duff’s Rebuttal

A strong argument against Hawking’s proposed mechanism came in the form of Duff’s paper The
Cosmological Constant is Probably Zero, but the Proof is Probably Wrong [47], where he correctly
argues that one should not substitute a solution into the action before obtaining all the EoM.
Although this appears to only change a sign, it is an all important sign: it can be seen from
Appendix B (E-C variation) that [ F A «F enters Einstein’s equations with a flipped sign. Note
that this change is only apparent in E-H once one substitutes F),,a3 — ¢(2)€uvas. Thus:

1
S = g/eabcdeaeb (RCd + 66CedA) + /F A xF

1 2
— eapeac’ | R+ =e®e? [ A — c =0
3 2K

so that this is the effective cosmological constant that is measurable Acsr(c) = A — %, and should
2
C

have the highest probability of being 0, as opposed to the previous A + Z-. Unfortunately if

(79)
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substituted back into the action and using the same solutions, the sign change yields:

37 n 6mA
GAepp(c)  GAepp(c)?

Sefr=— (80)

So for A > 0, this gives the opposite conclusion, since the A term will dominate for small A.f; and
bring the probability to zero. Furthermore, as seen in Appendix B, the sign flip is independent of
the signature, so this still holds in a Lorentzian action - if it could be used for such an interpretation
to begin with.

Duff does mention one way of cancelling the sign change, referencing the work of Aurelia,
Nicolai and Townsend [46] who supplemented the action with:

~ 2 / F (81)

where ¢ is the integration constant obtained from the [ F'A*F term. This is a boundary term, so
does not enter the EoM, which are thus the same as above. The difference arises when the results
are substituted back into the action which contains A + % — 2% =A- %, effectively cancelling
the sign change and recovering Hawking’s result. However as Duff points out, ¢ is no longer an
arbitrary integration constant since it enters the action explicitly, defeating the whole purpose of
the mechanism.

Nevertheless, this rebuttal is not as airtight as it first seems, as was pointed out in papers by
Wu [49] and Duncan and Jensen [50]. Additionally, small modifications can be made that appear
to be absent from the literature, and will be presented in section 4.

3.3 Still a Valid Mechanism

These two papers cover a very similar topic and have essentially the same conclusions, but go about
showing them in slightly different ways. Duncan and Jensen take a more general approach [50],
going through the different possible 4-form terms that can be included in the action, while Wu’s
paper is more straightforward [49] and focused around the terms that work. The preference is up
to personal taste, and I will be mainly following Duncan and Jensen’s methodology, with some
input from Wu for added detail. On a suitable (smooth, orientable) manifold M with boundary
OM, there are 3 possible 4-form terms that can enter the action:

51:/ F A xF

M

52:/ F/\*F*2C/ A (82)
M oM

53:/ F/\*Ff2/ A N*F.
M oM

Sy is Hawking’s unaltered proposal, and so does not work as was seen, and Ss is the modification
discussed by Duff [47] which reverses the sign problem, but fixes the integration constant. Ss is
the new one proposed by the two papers and seems quite promising. Before looking into how it
affects the EoM and the effective action, is there a preliminary argument as to which one should
be chosen? It turn out that yes, and this can be seen by looking at the boundary conditions. First,
looking at the variation of So and Sjs:

552:2/ 5A/\d*F+2/ JAN (xF — ¢)
553:2/ JANd*F —2 ANS(xF).

M oM
Implicitly in the derivations of the equations of motion, it was assumed that the boundary terms
vanish. This is normally achieved by fixing A (or whichever field one is varying) to some constant
value on the boundary, but is that justified? When deriving an instanton (Euclidean action around
its classical solution), one determines the configuration of the wavefuntion and any fields on the
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equator of the instanton, by joining together the South hemisphere of the instanton and its time
reversal, the North hemisphere. One cannot set a global value for A, but can do so for F' (Recall
the Dirac monopole) [49]. In the ADM formalism with spacelike foliation, the 3-metric is set on
the equator, so pictorially:

Figure 3: On the left: ~;; and F}| defined on a timelike foliation of the manifold M, with Fj,
the component of F tangent to the spacial hypersurface. On the right: the North and South
hemispheres of the instanton, joined at the equator.

A is only defined locally, on each of the hemispheres above, and so should not be used as
boundary data since it is not globally well defined if xF" # 0. Furthermore, the objective is to
compare different geometries with different ¢ = *F, so xF is starting to appear as a natural
replacement. Indeed, looking back at the variations (83), notice that the boundary terms can
vanish through other means: for Sy, having *F = ¢ on the boundary eliminates the term, whereas
for Ss, *F' can simply be set to any constant value on the boundary to get §(*F)|aors = 0. Now here
I have to depart from Duncan and Jensen’s view that «F' in Sy “is constrained to equal the coupling
[c] in the Lagrangian™ it appears to me that selecting this boundary term and then demanding it
vanishes is simply a more elaborate way of manually setting the value of c in the Lagrangian. This
merely changes the way this arises, which can nevertheless be an interesting mechanism in its own
right. S3 then appears to be the natural choice for the action, and it will now be explicitly shown
how this enables Hawking’s mechanism to work. The full Euclidean action is then:

1
S = g/eabcdeaeb (RCd + GecedA> —I—/F AxF — 2/d(A A xF) (84)
with *F set on the boundary, exactly the same EoM as before are recovered:
1 c?
b cd c, d

abe R - A—— =0
Foted® < e ( 2H>) (85)

d+«F =0

so that again Acsr(c) = A — % Now using the second EoM:

—2 [ d(AN*F) = =2 | FAxF (86)
/ /

which effectively flips the sign of [ F' A «F just like the —2¢ [ F' term Duff mentioned, returning
Hawking’s original result with ¢ an undetermined constant free to vary!
3T
GAeyylc) (87)
P(c) = 00, as Aesg(c) — 0T

Seff =

There are no obvious pathologies here, except the question of what happens in the “no boundary”
scenario.

Here the boundary terms lose their relevance, so the 4-form term must reduce to [ F' A *F, but
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the way to treat this is not as straight forward as one would initially think. Duncan and Jensen
remind us of the Dirac monopole where 2 coordinate charts are needed to cover the manifold so
that A cannot be globally defined, but is defined locally on each chart such that that the 3-forms
are related by a gauge transformation A — A + d\. the rigorous way to go about this is to take
advantage of the manifold being closed and compact to use the Hodge decomposition theorem [50]:

F=dA+n. (88)

There is no co-exact form since F' is a top form, and 77 = ¢ * 1 is a harmonic form which has to be
a constant to satisfy d'n = 0 (and being a top form must therefore be proportional to the volume
form). The 4-form term then becomes:

SF:/F/\*F:/ﬁ‘/\*ﬁ‘+2c/ﬁ+c2/*1 (89)

with the definition F = dA. Only the first term enters the EoM, giving the usual d * F =0, with
the solution *F = ¢. However this would imply dA = 7, a different harmonic form, and so by
the uniqueness of the Hodge decomposition it must be zero *F = F = 0. The action then simply
reads:

Sp=c? / *1 (90)
which enters both the EoM and the effective action with no sign change, giving Aess(c) = A+ £

. 2Kk
and again:

3
Sepp = —m
T Gy () (91)

P(c) = 00, as Aepp(c) — 0.
To avoid any confusion, the result of the EoM was not put into the action before obtaining the other
EoM. However, this could equally well be done since the result simply removes any F' dependence
from both the EoM and the action. The action (90) is simply illustrative. So to paraphrase Wu,
“The cosmological constant is probably zero, and a proof is possibly right”.

3.4 Euclidean Action - Analytic Continuation

It is well known that time ordered vacuum expectation values in a Lorentzian theory can be
naturally obtained by analytic continuation from Euclidean correlation functions. Such a Euclidean
path integral may have probabilistic interpretations, such as a Boltzmann average. However,
can such an argument really be applied to the boundary conditions of the Universe? While the
probabilistic interpretation of a path integral over 3-metrics is so far rather up in the air - and
perhaps even bordering on philosophy unless and until a rigorous theory for it is uncovered - the
literature has some interesting discussions on the use of a Euclidean action in this context. The
difficulty here is that analytic continuation over non-trivial topologies is ill-defined at best [50] [51].
At the very least, the process must be treated with care so as to maintain the properties of the
path integral from one signature to the other. Duncan and Jensen [50] lay out a way of doing just
that for a specific action in a spacetime with closed, homogeneous spacial hypersurfaces, so that
the line element is:

ds? = —N(t)%dt? + v;j(t)e' @ € (92)

and the volume element of the 3-sphere (23 = ele?e? integrates to ng Q3 = 272, and as before

diz/—g = N, /7dtQ3. The Lorentzian action taken is:
1
SL:—§/F/\*F- (93)

They then argue that since the spacetime boundaries are slices at constant time, F' = dA; where
A= %Aijkeiejek (i.e. the objects have been split into orthogonal and tangent components to
the hypersurfaces ¥ as described in the introduction) and A;j;, = A;;x(t) due to homogeneity.
Therefore:

1 . o
Aijkdtelejek

F=_
3! (04)
1 oAl
Sy = =(2n? dt¥ — Ay AYF.
L= @) Ay g A
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The idea now is to perform a Legendre transform, and analytically continue the action in phase-
space. The conjugate momentum is ;) = 2772§Aijk, which is conserved so that m;;, = 2m2pe; i
with p a constant (this is just the EoM d * F' = 0). So now the phase-space action is:

1

.. 1 ..
Sg = SL — gﬂijkAUkhf + gﬂijkA”klt,ﬂ,

o (95)

SLZ—g/FA*F—‘y-/d(AH/\*F)
using 7ijx = 0 — mjpAYF = 9, (mi;A¥%). This is just the Lorentzian version of the action
suggested in the section above by Duncan and Jensen. They also note the that the action is
N

invariant under AY% — A%* + €% which gives a conserved current j = —p ( Vel

) and conserved
charge:
Q =27%p (96)

which is a “fixed charge for the vacuum”.

A more consistent and rigorous approach to analytic continuation is laid out formally in this
review [52], whereby Picard-Lefschetz theory is used to deform the integration contour from the
real axis into the complex plane such that the path integral is absolutely convergent: the contour
of steepest descent. However, this approach creates new problems such as the metric signature not
being respected in the path integral, and of course at certain places in the contour the metric is nei-
ther Lorentzian nor Euclidean [53]. For our purposes, this simply replaces certain interpretational
difficulties with new ones. Although this only scratches the surface of the vast field, there is an
interesting way to potentially sidestep these issues in obtaining a probability argument. Vilenkin
[34] identified the WAW equation (97) with the Klein Gordon (KG) equation (O —m?)¢ = 0 (with
O = ¢,,0"0” the d’Alembert operator), by writing it in the form:

(V2-U)T =0 (97)

The conserved current can easily be obtained from the KG Lagrangian as j* = 2% (p* O — pOH ™).
Similarly, Vilenkin defines the conserved a current:

1

jla) = iap (‘I/*(a)aaakll(a) - \Il(a)aaakll*(a)) . (98)

with ¥(a) the Vilenkin wavefunction (48). For “standard” KG theory, this corresponds to con-
served particle number, but Vilenkin interprets it in this case as the probability fluz in superspace,
which we are reminded may take on negative values under non-classical conditions. This appears to
give the conserved current for the classically allowed and classically forbidden regions respectively:

i (a) = Fa?/~U(a)
i) =0

At least in the classically allowed region, this shows an interesting result that is dependent on the
details of the potential U(a). This could well be applied to the Hawking’s 3-form mechanism, as
will be seen in section 4.3.2 further down.

(99)

4 New Proposals

In case the mechanisms described above do not sit right with the reader, this paper presents 2 other
ways to obtain a Hawking-like result. For those that are already satisfied, these represent a rather
different approach, which could arise from distinct processes or motivations, and are therefore of
interest in their own right. They both revolve around “coupling” an extra 4-form term to the
cosmological constant using a dynamical \(z) field and some general function of this o(A\(x)).

4.1 How To Avoid Boundary Term: A-F Coupling

In a discussion with professor Antonio Padilla about his review mentioned at the start [4], he
proposed an action related to the Hawking’s, but with some important differences that were later
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found to highlight a link between Hawking’s 3-form and Unimodular Gravity. The E-C version of
this action is: .

S = g/eabcde“eb <Rc‘i + 6666d(A + )\(z))) + /a(/\(sc))F. (100)
In E-H the last term is [ d®\/go(A(@))€ mapF"*P. Notice the similarity with Heinneaux and
Teitelboim’s covariant Unimodular Gravity action above (70), for which this appears to be a
generalisation. The idea here is for the last term to “talk” to the cosmological constant through
A(z), forcing it to a constant value. Using the variation tools from Appendix B, its equations of
motion are:

1 22
Eabcdeb <Rcd + geced(A + )\)) — EIU(}\)Fabcdebeced =0
do(A\) =0 (101)
1eabcde“ebeced + gU’()\)F =0
6 K
remembering there are 3 EoM now due to A(z) (and ¢/(\) = ‘é—i). The second one forces A(z) = ¢ to
be constant, and so 0(\) = o(c) = 0. The last EoM gives F = — - eqpcaee’e’e?, with o’ = o/ (c),

setting the 4-form to a constant as before. Putting this together, the Einstein equations become:

1
eabcdeb (RCd + geced)\eff (C)) =0
(102)

)\eff(c) =A+c+ %

Now substituting this back into the action, it is only % that flips sign, so if ¢ and A are absorbed

into Acsf(c) and the usual S* solution with [ *1 = 4!V, is picked, where V. = %:

3T 67

g
— - 2. 1
GAepp(c)  GAepslc)? o’ (103)

Serf =

No matter the value of ¢ or the form of o and ¢, as long as % > 0, this gives a probability peak
P(c) — 00 as Aefp(c) — 07! There is no need to flip a sign here, and so no need for boundary
terms. The mechanism is beautifully simple. An obvious way of insuring % > 0 would be to have
a positive power of \(x), or a positive exponential.

Now a very interesting point to notice is that for Unimodular Gravity o(A(z)) « A(z) (and A
is lumped into A(x)), so that Acrf(c) = 2¢, which leads to:

6
GAepp(c)

So this does indeed appear to be a generalisation of Unimodular Gravity, and shows a link with
Hawking’s 3-form through a further generalisation in next section.

Seff = — (104)

4.2 Generalisation: A-F? Coupling

Taking inspiration from the previous action, a generalisation can be made to the [ F A xF term,
by “coupling” it to the cosmological constant in the same way. This exhibits some interesting
properties, such as reviving the —2c¢ [ F boundary term as a viable option, but also has some
limitations as will be shown. Explicitly, the Euclidean action without any boundary terms is:

R

5= / Capede®e” <RCd + éeced(A + A(@)) + / c(\z))F A +F (105)

giving the following equations of motion:

Cabed€’ <R0d — %eced(A + A)) — g—a()\)Fabcdeb Need x F =0
K

d(c(A\)«F)=0 (106)
1 2
geabcdeaebeced + =0 (A)F A*F = 0.
K
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These are very similar to the those of the previous action, with an additional *F" in each case.
Solving the last 2 for xF' = ¢(z) gives, respectively:

b
c(z) = ——
a()
1 (107)
—o(A) = Tt a
b2

with a, b constants. When put into the first EoM, this produces Acsf(a,b) = A — %. This is very
similar to the “uncoupled” case, and the resemblance extends to the sign problem when putting
these results back into the action

S, -:/ebde“ebeced 71)\ r(a b)Jr1 A+2A(x)+Lb2
o e g7l TG 2

(108)
Sy L /d%f)\(x) +A/d4x\f
I T G (ah) | An g 7)
This looks to have the same issues as without the coupling, so why bother? Well aside from gener-
alising, there are two extra free parameters to tweak: \(x) left over in S, ¢ and ¢ from the previous
actions is split into 2 independent parameters a and b.

The first point could be useful if:
—(A@)) > A (109)

reusing the spacetime average definition from (120). This would force the second term in Scss to
be negative, thus recovering the desired result. However, contriving some function to fit this would
appear to just be recasting the assumption that the cosmological constant is zero. This may be
useful if some motivation for the form of A(z) could be found, but otherwise advances us no further.

Now the second point does make a difference, in that it allows the use of a boundary term
previously discarded. Recall that adding —2¢ [ F to the action of [ F A *F flipped the sign in the
effective action in the right way to recover Hawking’s result, but in so doing fixed c. In this new
case, one need only fix b from ¢(z) = m to achieve the same effect, leaving a free to vary! Even
better, a is not squared, so can take on positive or negative values as needed. The total action and
results are:

1
S = g/eabcde“eb (RCd + Eeced(A + /\(x))) + /O'(/\(x))F AxF — Qb/F
; 2 (110)
T a
e - =T e - A - .
_>Sff GAeff(a) )‘ff(a) %%

So this provides an option if one insist on fixing A on the boundary and using this boundary term,
despite the concerns raised by Wu [49] and Duncan and Jensen [50] about this only being defined
locally. Note that the boundary term preferred by these two can also be adapted for this case, as:

— 2/d (c(MNAA*F) =on shell —2/0()\)F A *xF (111)
from d(o(\) * F) = 0, and the same result as (110) is recovered but with b not fixed. No other
variations on these terms have been found to work, but these two cases already give adequate

options for a bounded manifold.

This generalisation appears to even work on a closed manifold. Following the same prescription as
previously, with a Hodge decomposition:

— /cr()\(x))F/\*F: /U()\(I))F/\*F+2C/U(/\(QZ))F+02/U(/\(1‘)) * 1 (112)
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with F = dA. As opposed to the previous use of the Hodge decomposition, here the changes in
the equations of motion must be treated more carefully:

1 4 . - -
€abede’ <R0d — geced [A+ /\]> — —0a(A) (Fabcd * F' 4+ 2¢F peq — czeabcd> ebefed =0 (113)

41k
a'(\) (ﬁ'/\*l*:’Jer*:’Jcm*l) :—g%!*l (114)
d(a()\) [*F-I-CD =0
b (115)

This means that F can be split into 2 pieces, of which one ¢ * 1 is a harmonic form. However,
from the uniqueness of the Hodge decomposition, F cannot contain a harmonic form, and must
therefore be zero F' = *F = 0. Unless of course ¢ = 0 instead, in which case the trivial result of
the EoM is «F = 0 (this case will be ignored). The other 2 EoM now become

(N =2k
% (116)
—o(\) = —6—2)\ +a
1 2
€abed€’ (RCd — Ze%e? [A + A+ ca(A)}) =0
3 2K
(117)

1 2
— eapea’ | R — e |[A+ X — X+ ac =0
3 2K

with @ an integration constant. Therefore Acsr(a,c) = A+ %, and putting all these back into the
action, the result on a closed manifold is:

S = g / €apeac’e (RCd + éeced(A + A(@)) + / c(A\(z))F A %F

118
. L w (118)

e = TN 7N\ Ae 9
_>Sff G/\eff(a) ff(a’ ¢) 2%

which is exactly the same result as the boundary case above, but with no constant fixed - unless
one counts the harmonic form ¢ x 1 as a fixed value, in which case only a is free to vary as above.
In fact, if one re-examines the result *F' = 0, this leads to ﬁ = ¢. A(x) must therefore be a

constant, just as in the [o(A(z))F case! Although this does not appear to matter here, it does
add some robustness to the results under tweaking of the theory.

4.3 Hamiltonian Analysis of the 3-form

Most quantization schemes found in the literature appear to be of the 4-form or its dual *F', in
the framework of string theory, or some such overarching theory. Here I will first briefly review the
gauge fixing process for the Maxwell field in the framework of differential forms, to then propose a
new gauge for the 3-form. The results are however difficult to interpret at best, so the next section
gives an unconstrained Hamiltonian analysis of this action. The results here can then be tied
together with QC presented at the start of this paper, and a new probability argument obtained
using Vilenkin’s method and the WAW equation. Note for this whole section, the Lorentzian action
is used.

4.3.1 Gauging the 3-form

First a reminder on the analogous Maxwell field is needed, with the 2-form field strength tensor
and 1-form gauge field having the usual EoM d x F' = 0. Now the gauge field is invariant under
A — A+dA(x), so one may pick a gauge to fix this (or partly fix it). The Lorenz gauge is a common
choice for its manifest Lorentz invariance: dfA = 0. This choice may always be reached from an
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arbitrary field A’ where d'A’ = f(z) with f(x) some function. This can be seen by choosing a A

such that:
A =A+d\

—dld\=f
- AN=f
S A=A"f

(119)

where df = xdx is the adjoint exterior derivative, A = dd! + d'd is the Laplacian operator, and
use was made in the third line of the fact that dff(z) = 0 for any function. The point is that
the Laplacian is always locally invertible, since in flat spacetime it is equivalent to the d’Alembert
operator which is always invertible [54]: Aw = —&0w,, ., dz#* A ... A dz#r for w an r-form in
flat spacetime. This then reduces the EoM to a solvable form as

d«F=dxdA x xd'dA =0

ok (AA —M) ~0 (120)

— AA=0.
The wish is then to do a similar thing with the 3-form, but the Lorenz gauge’s applicability relied
on the gauge changing term A being a function (O-form). In this case the gauge transformation is
A — A+ dn where 7 is any 2-form. Following the same prescription as above would simply yield
d'dn = (A — dd") n = B with B some other 2-form. This is not solvable in general, so the Lorenz

gauge cannot always be taken. The gauge found to be generally applicable, while making the EoM
solvable and leaving the «F' = ¢ (c¢ - constant) unchanged is:

ddTA =0 (121)

so that for a 3-form A’ that obeys dd'A’ = B, a gauge transformation may be chosen so as to
return to the gauge condition above:

A =A+dn

— dd'dn = B
%(A—d%)mF:B (122)

—dn=A""B

—dAT'B=0
which always has a solution locally (and globally for trivial topologies). Note how this gauge is
less restrictive than the Lorenz gauge, which in fact would force xF' = 0. Now the gauge choice

may be rewritten simply as dfdA = 0 with A~: *xA a 1-form, to make things simpler. In the same
vein, the EoM may be rewritten in terms of A and simplified to a solvable form

dxF=dxdA xdd'A=0
a(A—d%>A=0 (123)
S AA=0.

This is exactly the same EoM as for the Maxwell field! Before solving this however, note that
on-shell AA = dd A +M =ddtA = 0, so that d A = ¢ is a constant. Now also notice that:

«F=d A

124
—*xF=c (124)

as one would expect. Moving now to flat Minkowski spacetime, the usual plane wave solution for
A can be taken, with p* = (E(p), p), p* = 0 and E(p) = +|pl:

3

in _ &3y " —ipat iyt
At = / (27)2E(p) Ze(,\) (D) (GA(ﬁ)e +al (p)e ) (125)

A=0
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with eé&) (p) polarisation vectors. Now, it is the rank 3 tensor from the 3-form that must be

quantized, using A* o e**F A, 5. Defining e’(‘)'\j)a (P) = e*Pegy)(P), we finally have:

~ 3_‘ “w
A = /(gﬂdgEﬁ) Z € () (ax(ﬁ)e wue” 1 Gt (p)etPut ) (126)

with the gauge constraint forcing Z?)’\:O pupVe ?‘ﬁ i (p) = 0, for which the interpretation in unclear,

so plane wave solution appears to not be a good ansatz in this case. Quantizing the theory does not
then appear to be possible until a solution is found, though quantizing higher spin states famously
leads to difficulty and inconsistencies [55][56].

4.3.2 Hamiltonian in Flat Spacetime

First a Hamiltonian (on shell) in flat spacetime is sought, starting from the corresponding La-

grangian Lp = —qF,qgF" P = —44q8[0Aijk]8[0Aijk] (with ¢ > 0, but otherwise arbitrary).
Explicitly:

L = —dq (A AT + 30,500 AT — 641340 AT — 60, 4,007 A™) (127)
From this, the conjugate momenta are m;;;, = —8¢ (Aijk —30;A;k0 ) and mp;; = 0, so the second

is a constraint 7g;; ~ 0. The Lagrangian and Hamiltonian therefore take the form:

1 . S o
‘CF = —*Wijkﬂ'”k + 24q (&»AjkoazAJkO + aiAjkOaJAlkO)
16¢q
1 ’ o - . (128)
HF = —@Wijkﬂz]k + SWiJkGZA]"O — 24q (8¢Ajkoazz4]ko + 8iAjk0(’)7Alk0)
and the Equation of motion is then 7;;, = 0, with the constraint becoming;:
Tjk0 = 38i7Tijk — 48q (aiaiAjko + 6i8ink0) =0 (129)

using integration by parts. Performing integration by parts again, the Hamiltonian can be re-
expressed as:

1 e 3 o 1 .
Hrp = —77Tijkﬂ'”k + 77Tijk82A]k0 + *ﬁ'jkoA]kO
16q 2 2
1 3 - (130)
—Hp = _Wqﬁijkﬂ-” + iﬂijkalA]

where the constraint was applied in the second equation. The Lagrangian under this classical
solution is then:

1 3
Lp= 16q7r”k7r Ft 3Tk (0" AIRO, (131)

Notice the useful result Lr = Hp, which is expected since the Lagrangian only has a kinetic term.
Now the Euler-Lagrange equations give the result F#®8 = cet*@B  as seen previously, where c is
an integration constant. The Lagrangian on shell is thus £ = 24¢c?, so naturally:

Hp = 24qc°. (132)
Additionally one can determine that A% = 0 and A% = 0, though a general solution to these
remains elusive.

4.3.3 FLRW Approximation

The generalisation of the preceding result to curved spacetime appears straightforward: ¢ — ¢/—g,
since no derivatives or integrals were actually performed in this derivation. Therefore with an
FLRW metric this is:

Hr = 24N /ya(t)*qc*. (133)

However, does this result hold when performing the Hamiltonian analysis on an action coupled to
gravity - i.e. £L = Lg+ L, where L is the gravity Lagrangian from the E-H action in FLRW
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spacetime (118)7 As seen previously, all the EoM (and Legendre transform obviously) must be
obtained (or performed) before any solutions are substituted. To see this, the full Lagrangian is
first written out explicitly (with the gravitational sector written in terms of the expansion factor
a only, and not b):

L=Lc+LF
1. N,
La =667 —N(a) a+ Nka — gAa (134)
ﬁF = —4qN\Fya3 (AijkAijk -+ 38¢Ajk08iAjkO — GAijkaiAjkO — 68iAjk08jA““0> .

Previously when deriving the WdW equation, the spacial 3-metric and its conjugate momentum(y*, P;;)
were ignored, since they imposed the same constraint as the lapse function N in a matter free
FLRW theory. Here, more care must be taken. The conjugate pairs that must be considered are
(N,pn = 0), (79, P;j = 0), (A% 7,5 = 0), (a,pa), (A% 7;5%), so that the first 3 are constraints,

and p, = — 127\,‘ﬁaa and 7, = —8qN\ﬁa3 (Aijk — 387;Ajk0). The Legendre transform is exactly
the same as the previous cases for the gravity and F' sectors:
H=Hq+HF
N p? A,
=— 2 —6kN k——
He 2in7 a 66N /va { 30
1 ijk i gik i gik i pik
HF - _W’frzjk’ﬂ J =+ 37n-jk6 A] 0_ 24qN\ﬁa3 (&AMOG AJ 0_ 248iAjk083A 0) .
(135)

Now the 7g;; ~ 0 constraint produces the result Hr = Lp just as before, so that classically
Hp = 24gN/7ac?, with ¢ an integration constant. Combining this result with py ~ 0 yields
He = Hr (see Appendix C for details), meaning H # 0. Therefore the Hamiltonian is a constraint,
but is not in the correct form to be applied as the WdW equation (i.e. HVU = 0). For this purpose,
one should use:

/H/ = HG - HF (136)

so that H’ =~ 0 as required. Meanwhile Pij ~ 0 and the EoM of p, may be solved to recover the
Friedmann equations, with a modified cosmological constant (see Appendix C). Now the following
semi-classical Hamiltonian may thus be written:

2rGNV, (p.)?> 3NV, a?
H = - o k— — (A —1927Ggc? 137
3  a  8iG" 3 ( mGac’) (137)
where H' = fd?’x'H’, pl, = % and the usual substitutions were made. Quantizing with respect

to the conjugate pair (a,p)) yields the WdW equation with an effective cosmological constant
Aeff(c) = A —192mgGc? - exactly the one the Einstein equations for this action would produce,
and the same as obtained in the path integral method above (whether in Euclidean or Lorentzian

% as before, this new Hamilto-

nian yields a potential term U(a) o fma {k - %2)\eff (c)], according to the KG style WdW

signature, and for a particular value of ¢). Using V, =

equation (97). Now, using the probability flux formula for the classically allowed region (98):

#0(a,0) :FaPJrl/Z\/)\l(c)? [k _ G;Aeff(c)} (138)

ef f
resulting in |j$)(c)| — 00, Acff(c) = 07, agreeing with the results from the path integral method

(at least for k£ > 0. For the negative case, one should re-perform the derivation of this probability
flux).

5 Conclusions

The ADM formalism was shown to be a useful framework for many theories of Quantum Cosmology
or even cosmology in general, such as Unimodular Gravity. In particular the introduction of
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Ashtekar variables produced the only accurate quantum state of gravity: the Kodama state [26],
describing pure gravity in a deSitter universe. Carrying on down this line, with the use of Wilson
loops, one begins to enter the domain of Loop Quantum Gravity [57] [58], which may yet yield
some interesting results. At the very least a full theory of quantum gravity will likely make use of
some tool equivalent to the tetrad basis, in order to quantize spinors correctly [11]. Returning to
the focus of this paper, the hope is that the details of such theories will provide a reason for the
vanishing cosmological constant A, though as was seen this is a rather difficult endeavour. The
global modification of the Sequester appears to achieve the desired result of making A drop out of
the equations of motion without any obvious pathologies or leaps in logic [4]. It would be interesting
to look at any possible motivation for this theory and to look at the details of quantum (or at least
semi-classical) behaviour. Perhaps reasons for a vanishing but not quite zero A could be found,
but this is likely to run into the same difficulties as when quantizing unmodified GR. One theory
that I believe has been discarded too readily is Unimodular Gravity: Its naive initial motivation
falls apart quickly [44], but it exhibits some interesting links with Hawking’s 3-form mechanism.
Perhaps a different motivation for some modified Unimodular Gravity can be attempted. In fact
even without this link, it would be enlightening to delve into the behaviour of this theory in the
presence of a matter action, and perhaps from the view of first order formalism with a non-zero
torsion. In what ways can an invariant volume form be implemented in a tetrad basis, and what
would the ramifications be?

Hawking’s 3-form mechanism [45] was explored more thoroughly, having gone through apparent
disproving [47] to revival [50] [49]. The method does appear to be well founded in both boundary
and no-boundary cases, and can easily be modified to avoid the subtleties involved in boundary
terms, as was shown in this paper (not to mention the surprising and encouraging link with
Unimodular Gravity). It does indeed appear that using a 3-form A in the action as an F? or
oF term implies a sharp probability peak of finding a vanishing effective cosmological constant
Aeff — 07, Modifications and generalisations such as 0 F' seem to maintain this result. However,
the question of the interpretation of the Euclidean action must of course be faced before such a
mechanism can go much further. Perhaps these concerns could be sidestepped through a canonical
quantization and extraction of some probability density function from the solution, such as Vilenkin
performed [34]; the initial results obtained in an FLRW universe appear promising, and a more
rigorous treatment of this mechanism - perhaps in the full ADM formalism - would be of great
interest. It is a work in progress however, so unless and until a full theory of quantum gravity
appears, shortfalls in rigour and interpretational leaps are nigh unavoidable. Nevertheless, the
mechanism itself is intriguing, and I believe further investigation is warranted as to why “the
cosmological constant is probably zero”.
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6 Apendices

6.1 Appendix A - Canonical Quantization

Here I present certain steps and interesting points that did not make it into the introduction of
the paper. There will be some repetition and overlap with it, and of course this is still only an
overview of Dirac’s notes.

6.1.1 From the Lagrangian to the Extended Hamiltonian

Notice how the variation of the Hamiltonian only depends on the variation of p, and g,:

. . oL oL .
OH = 0pndn + Pndgn — <aq> Oqn — <8q) dn

oL
:(;n.n* a. 577,
Pnq <6qn) q

using the the E-L equations. So one should convert all the ¢’s into p’s and ¢’s in the Hamiltonian
before attempting to derive any EoM from it (i.e. convert everything to phase space representation).
After adding the primary constraints ¢,, to the Hamiltonian (see introduction), the EoM are given
by:

(139)

g= {ga (H + um¢m)} (140)

where u,, are arbitrary functions. Now the constraints should only be imposed after the PB have
been computed, as noted in the introduction. Now one must check the consistency conditions given
by the constraints being maintained in time through their EoM ¢,, ~ 0. This can either lead to
no new information (i.e. reduce to something of the form 0 = 0), a contradiction (such as 1 = 0,
in which case the Lagrangian is inconsistent), impose a condition on the wu,, functions, or reduce
to a new constraint equation, independent of the wu,,. In the latter case repeat the process until
no information can be obtained. These new constraints are referred to as “secondary constraints”,
but again this distinction is not particularly meaningful. A more important distinction is between
“First class” objects, whose PB with all constraints vanish ({R,¢,;} =~ 0 — R is first class), and
“second class” objects, which do not. A first class object must then obey {R, ¢;} = r;;/¢;/, where
r;;» are undefined coeflicients, since constraints are the only independent functions of (g, p) that
vanish, by definition. Note that the PB of 2 first class quantities is also first class, which will be an
important consistency condition in the quantization. Now we recover the “Extended Hamiltonian”
Hp from the introduction, composed of the non-constrained Hamiltonian (which is first class) and
the first class constraints:
Hp = H +v,9,

— g~ {9, Hg}. (i

6.1.2 Symmetry Generators

If one takes the difference of 2 infinitesimally time-evolved quantities with different coefficients v,
and v/, this turns out to be:

Ag(ét) = Ga{ga ¢a} (142)

where ¢, = dt(v, — v),) is infinitesimal. The constraints ¢, are therefore the generating functions
of the infinitesimal transformation Ag! Additionally, the difference between a transformation

generated by v,¢, and one by v, de is Ag = voYa {9, {®a, ®ar }}, so that {@a, da} is also a
generating function (and first class, from above).

6.1.3 Second Class Constraints

First notice that 1" and 2"¢ class constraints can be replaced by any linear combination of them-
selves, so one must try to arrange them in such a way as to bring as many constraints as possible
into the 1% class. Any left over 2°¢ class constraints will likely have the effect of bringing one or
more degrees of freedom out of physical significance, where these should simply be dropped (for
example if the constraints are ¢; ~ 0, p; =~ 0, then one should redefined the PB as only running
over the coordinates n = 2,..., N, and set g1 = p;1 = 0. In effect writing the first dof out of the
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theory entirely). Now the way to do this in general is define a matrix of the PB’s of all the surviving
27d class constraints x, , s = 1,..., S:

0 X, x2t - {xaxst

{x2,x1} 0 o {x2, xs}

A= (143)

{XS;XI} {xS;m} . 0

Dirac then proved that detA # 0 (even weakly. and in fact this proof implies that the number of
X’s that could not be brought into the first class must be even), see Dirac’s notes for the full elegant
proof [7]. This allows us to define the inverse matrix ¢, = (A™1)4s such that coe { X/, X5 } = Fss7,
to then define a new Poisson bracket:

{fag}* :{fag}*{f,Xs}Css’{Xs/ag} (144)

which is still antisymmetric, bilinear and obeys the Jacobi identity. The EoM are still valid under
this {g, Hg}* = {9, He} — ¢ = {g, Hg}*, and a PB involving any second class constraint is always
zero {g, xs}* = 0. One can therefore simply set all the x’s to zero strongly xs = 0, and quantize
using this new PB exactly as before {-,-}* — [+, -].

6.2 Appendix B - Variations

Equations of motion (EoM) are derived many times in this paper, so to avoid clutter, and help any
reader new to the topic, the details of the variation of many terms in the action is laid out here.

6.2.1 The Einstein-Hilbert action

First some useful identities are noted, where g = det(g,.,):

dg ovIgl _ 1

= = g"8gu = —gudg"’ = —>VI9lgu

, 90 09 Sgi 5 V9lg,
5

dghv (
1
VuFrr = ——a, (Vg™ .

Vgl

Note that these results are independent of the signature of the metric, and F,g,x here is any fully
antisymmetric rank-4 tensor (could be of any rank in the last equation). Further noting that the
Ricci scalar is R = g"”R,,,,, and letting R, = R, [I'], all that is needed to derive the EoM from
the Einstein-Hilbert action (plus any extra terms added) is present. The EoM of I" will be ignored
in this paper, which only affects the Ricci tensor to produce the Gibbons-Hawking-York term,
which is irrelevant to the discussion herein. Without further ado, the Lorentzian E-H action and
its EoM are:

FoppnF*PP) = 4F, 5, \F P (145)

S = ,‘{/d4$\/§ (R — 2A) + SM[Q/LV? ¢]

0S 1 0Snm
59/,1,1/ = —Iﬁ)§\/§guy (R — 2A) + K‘\/.ER;LV + W = O (].4:6)
1 105y
— Rp,u - §guuR = _guuA - ;(Sg‘“j

= Gu = =g +T,

Now in the next example, the matter action Spr[g,., @] will contain only the F? term for clarity,
since this is the case for most of the paper. Any extra terms in the action will end up being
proportional to g,., and so will be absorbed into A in the EoM, to create the effective cosmological
constant A.yy as discussed. Therefore terms produced from the F? will not be lumped into the
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stress-energy tensor, so that 7, = 0.

S=k / d*a /g (R— M) + / A4 0\ /GF PPN

55 1 1 o 1
Sgiw = g V99 <R =20+ —Fagp W) + kg (RW + 4HF#5PAFV59/\) =0
1
= — _ aBpA _ BpA
- G/‘“/ g/“/A + 2K (g#l’FO‘ﬂpAF 8F/»Lﬂp>\Fl/ ) (147)

S ,

m&Ayp)\ == 2\/.58[M((5AVP/\])F'U' PA
5
- 60, (VgF***) =0
5 Ay

— V, FrPr = 0.

Any further steps are explained in the relevant sections, making use of ( +/—on a Rieman-
nian/Lorentzian manifold):

€appre™P = £4! (148)
eugpAefp’\ = +3lg,.

6.2.2 The Einstein-Cartan action

Here the derivation of the Einstein equations is more straightforward, one simply needs to vary
the action with respect to the co-tetrads e®, as follows:

a b
g[LV - epeynab
ehey =0y, epel = 0oL (149)
a __ _a N
e eudx

The Einstein-Cartan (E-C) action and equations of motion are (recalling R% = dI'% +T'% AT,
and so does not depend on the tetrad):

1
S = g/éabcdeaeb (RCd — 6eCedA>

08

LR ( Red _ %eced A) —0 (150)

1
= €abeae’ (RCd — 3ecedA> =0.

Now for terms containing F' the situation is a little more subtle: F' = dA and so has no spacetime
dependence 0F = 0. However xF is a spacetime dual, and so does have such a dependence. It’s
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variation is computed thus:

5/F/\*F:/F/\6(>kF) i' /F/\é(eWa/;Fuuaﬁ)

1

4' Feabchﬂuaﬁ(S(e z/ eg)

1
— L PP s(egelesedetesene]

1
=-3 Feabchefghe“ebec e%d(e“efeo‘ef)
; (151)

1
Y] FFEfgthewaﬁé(@eefeyeh)waﬁ
1
=-a FIIE « §(ecereqen)
1 efgh
=0 Fel9%§(ecepeqgen) x F

%M(/F/\*F> = 4'Fabcdeee * F

where use was made of the fact that for an r-form w = Yw,,asde’dz”dz*dz’, its Hodge dual
is *xw = 1‘ wwaﬁe"”aﬁ Note that due to the added antisymmetrisation of the wedge product an

additional 4! was added for the correct combinatorics d(efe’eler) = %d(ec Aey Aeg Aen) P,
The result has an overall minus sign compared to if one naively varies F' instead of xF', and is as
yet independent of the signature of the metric.

A term in the action that is simply [ F is a boundary term and drops out of the EoM. However
if it contains a function o(A(x)), this is no longer the case and must contribute to the EoM. But
when varying w.r.t e, 6F = 0 and do(A(z)) = 0 follow naturally, so how can this be? The trick is
to note that one can define the 4-form o = §;0(\(2))epvapdatdz” dz™dz? such that xo = o(\(z)),

e [oene= [Freo= [onse 52

The exact same derivation as (151) can be followed, but with F' — o

% ( / a(A(z))F) - _%a(x(:fs))Fabcdebeced- (153)

Notice again that this result is independent of the signature of the metric.

6.3 Appendix C - 3-form Hamiltonian Analysis in FLRW Spacetime
Notes

Here a few extra steps are provided, which were not covered explicitly in the main body of the
paper. The constraint 7o =~ 0 leads to:

7:rjk0 = 38i7Tijk — 48qNa38i [\f’y (81‘14]‘1@0 + 8inko)]

3 1 ,
— Hp = ; 1RO AT — gt 5p0 ATHO
Hr 16qu Togi gmas Tk T+ Gk 27”’“0 (154)
1 3
- - i AjkO 7kO
— EF 16(]]\7\/» 3 ”kﬂ' + 271'” 8 A + 27'(' kO A

where integration by parts was used to obtain each result. Thus under the constraint this produces
the stated result Hp = L. Next, computing py =~ 0 yields Hg + Hr = 0 where:

OHFE B 1

= N -
tr N ~ 16¢N . Aa®

Tijem?® — 24qN /70 (0; Ao AT — 240; A 3007 AF0)  (155)

where one can recognise Hp = —Lp, and thus using the previous result Hp = H¢, so that the
total Hamiltonian is not classically zero. Furthermore Hg = L leads directly to the first massless
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Friedmann equation (42):

6
He = — H]\\[/TY(C'l)QCL — 6K\/Ya (kz - §a2>

Lp = 24qN /ya*c? (156)
2
kN2
z N2 —
— (a) + 22 3 /\eff(c)

where A.f¢(c) = A — 1921Gqc?, as stated in the relevant section.
Now, for P;; ~ 0, note the following results:

OH  O0Hg OHr 0
Iy oy
OH 1 A
aw‘f = 3%iiHa + 765N /Aa (k - 3@2) (157)
OHr 1 - -
oy —5 Vi r + Hij
where 7{;; = % is defined. This is explicitly:
Y /7 held constant
~ 1
Hij = —Wﬁklﬂjkl + 37 0; AM0 — 24gN \/7a® (0; Ao 9; AP — 240; Ao 9” A[°)
1 k1 k 4 10 3 k 4 10 Kl
,Wmuﬂj + 3mea0F AJ° — 24gN \/ya® (0p Auod" A0 — 240, Ao 0; AF)  (158)
1 kl k 410 3 k 410 ! kO
T16gN ad T + 3m 0" A — 249N \/ya® (9, A1ig" A"} — 240, A1o' AP) .

Notice that 4y #,;; = 3H . So taking the trace of (157), and using the result Hp = —Hp:
A,
He +3Hr + 126N /ya | k — ga =0. (159)
The EoM of p, on the other hand is (using Hp = —Hp again):

1
b = (Ha = 3Hp) + 126N /7 (k — Ad®). (160)

Using these results, equation (156) and H = 2Hs = 2HF, the second massless Friedmann should

also emerge:
i N?
S (o). 161
L= 3 Aerr(c) (161)

However, I have not been able to show this explicitly before finishing this paper.
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