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Abstract—The problem of joint source-channel coding in channels [6], strong interference channels [7]-[11], s<laf
transmitting independent sources over interference chanels degraded interference channels [12], and more recentlya for
with correlated receiver side information is studied. Wheneach class of Z-interference channels [13]. For general interfee

receiver has side information correlated with its own desied h Is. the best k hievabl ¢ ion is th
source, it is shown that source-channel code separation iptimal. channels, the best known achievable raie region Is the one

When each receiver has side information correlated with the Proposed by Han and Kobayashi [9], a simplification of which
interfering source, sufficient conditions for reliable transmission is given in [14].

are provided based on a joint source-channel coding scheme Shamai and Verd( consider the availability of correlated
using the superposition encoding and partial decoding ideaf side information at the receiver in a point-to-point scémar

Han and Kobayashi. When the receiver side information is a -
deterministic function of the interfering source, sourceehannel [15]. They show that the source-channel separation theorem

code separation is again shown to be optimal. As a special eas applies in this setting and, moreover, that Slepian-Wolfrse
for a class of Z-interference channels, when the side inforation compression followed by optimal channel coding suffices to
of the receiver facing interference is a deterministic funton of  achieve the optimal end-to-end performance. With the avail
the interfering source, necessary and sufficient conditia® for oty of side information at the receiver, we can transmit
reliable transmission are provided in the form of single leter . . .
expressions. As a byproduct of these joint source-channebding the source re_llably over a channel with §mal|gr cgpaC|ty| tha
results, the capacity region of a class of Z-channels with dgaded the one required when there is no receiver side information.
message sets is also provided. However, it is known that the source-channel separatioo-the
rem does not generalize to multi-user channels [1], [164, an
necessary and sufficient conditions for reliable transioriss
The wireless medium is shared by multiple communicatidn the case of correlated sources and correlated receiger si
systems operating simultaneously, which leads to interfge information are not known in general. In [17], necessary and
among users transmitting over the same frequency basdfficient conditions are characterized for broadcastingra-
In the simple scenario of two transmitter-receiver pairg t mon source to multiple receivers with different correlaséte
interference channel [1] models two simultaneous transmigformation. An alternative achievability scheme for tiegup
sions interfering with each other. In the classical intenfiee 0of [17] is given in [18]. In [19], the results of [17] are exided
channel model, the sources intended for each receiver toebroadcast channels with degraded message sets in which
independent of each other, and the receivers decode balsed e receivers have access to parts of the underlying message
on their own received signals. In another scenario pagtitul Availability of messages or message parts at the receivers
relevant to sensor networks, receivers have access tootleir of broadcast channels from the channel coding perspective
correlated observations about the underlying source segse is studied also in [20]-[22]. In [23], broadcasting a pair of
as well. In principle, these correlated observations at tigerrelated sources with correlated receiver side infoionat
receivers can be exploited in the code design to improve thieidied.
system performance. The interference channel with correlated sources is censid
A finite letter expression for the capacity region of aered in[24], and a sufficient condition for reliable transsmn
interference channel is unknown even when there is no sigegiven. In [25], an interference channel with independent
information available at the receiver terminals. We know thsources, in which each receiver has access to side informa-
capacity region in the case of interference channels with stion correlated with the interfering transmitter's soyrée
tistically equivalent outputs [2]-[4], discrete additidegraded considered. Necessary and sufficient conditions for thispse
interference channels [5], a class of deterministic ietemice are characterized under the strong source-channel ireade
conditions, which generalize the usual strong interfeeenc
This research was supported in part by the U.S. NationalnBei¢oun-  conditions by considering correlated side information &#.w
dation under Grants ANI-03-38807, CCF-07-28208, and CR&8637, the . . .
DARPA ITMANET program under Grant 1105741-1-TFIND, and tes. 1h€ result of [25] shows that interference cancellation is
Army Research Office under MURI award W911NF-05-1-0246. optimal even when the underlying channel interference ts no

I. INTRODUCTION



strong, as long as the overall source-channel interference Il. SYSTEM MODEL
In this paper, we extend the scenario studied in [25] to
more general interference channels. We first consider theAn interference channel is composed of two transmitter-
case in which each receiver has side information correlaté@f€iver pairs. The underlying discrete memoryless channe
with the source sequence it wants to decode. We prove ffecharacterized by the transition probabilityy:, y2 |1, z2)
optimality of source-channel code separation in this sitma from finite input alphabett; x A5 to finite output alphabet
that is, the optimal performance can be achieved by firdt x Y2. Transmitterk has access to the source sequence
compressing each of the sources using Slepian-Wolf codifig.,i}i<i. k¥ = 1,2. Consider side information sequences
with respect to the correlated receiver side informatiorg a{Vk.i}{2, where the source and the side information se-
then transmitting the compressed bits over the channetusfitences are independent and identically distributed.{i.and
an optimal interference channel code. are drawn according to joint distributiop(u, v1)p(us2, v2)
Next, we consider the scenario in which each receiver h@¥er a finite alphabet; x V; x Uy x V»; that is, the two
side information correlated with the interfering trangeris ~source-side information pairs are independent of eactr.othe
source. As an example of such a model and to illustrateFor £ = 1,2, Transmitter k observesU;' and wishes
the benefits of side information about the interfering seurcto transmit it noiselessly to Receivér over n uses of the
consider the extreme case in which each receiver has acegnnel. The encoding function at Transmitteris
to the message of the interfering transmitter. Note that thi
setup is equivalent to the restricted two-way channel motiel fi Uy — Xy
Shannon, whose capacity is characterized in [1]. In thig,cas
each receiver can excise the interference from the undesireWe assume that the side informatidffi,, is available at
transmitter, since its message is exactly known at theverei receiverk, wherer(-) is a permutation of 1,2}. Depending
Here, we consider the more general case of arbitrary cerreten the scenario, we will specify whether the side informatio
tion between the receiver side information and the intexfer is correlated with the desired source or with the interfgrin
source, and propose a joint source-channel coding schesoéirce.
similar to that of Han and Kobayashi [9] taking the side infor The decoding function at receivkreconstructs its estimate
mation into account. Later, we consider the case in which tiig from its channel output and side information vector using
side information is a deterministic function of the inteifigy the decoding function
source, and show that source-channel code separationiis aga
optimal. Finally, we consider a special class of interfeeen g Vi X Ve — U
channels called Z-interference channels, in which only one
receiver faces interference. Further focusing on a spetsias  The probability of error for this system is defined as
of Z-interference channels satisfying certain conditi(wiich
will be stated later), and the case in which the side infoiomat P = PU, U # (U, U},
is a deterministic function of the interfering source, we ar
able to characterize necessary and sufficient conditions fo Definition 1: We say that a source paiil/;,Us) can be
reliable transmission in the form of single letter expressi reliably transmitted over a given interference channehére
This setting also constitutes an example for which the gadneexist a sequence of encoders and decodéfs 2, g7, g%)
sufficiency conditions we provide are also necessary, pgvisuch thatP® — 0 asn — oc.
their tightness for certain special cases. In the following sections, we consider two cases in par-
The rest of the paper is organized as follows. In Sectiqftular. In the first case, each receiver has side informatio
Il we present the system model. In Section Il we prove theyrrelated with its desired source, ie(k) =k k=1,2.1n
optimality of source-channel code separation when the sigfs second case, each receiver has side information cedela
information is correlated with the desired source. The @asewith the interfering source, i.ex(l) = 2 andx(2) = 1. In
which the side information is correlated with the interfgri poth cases, we want to exploit the availability of corredatizle
source is considered in Section IV. In Section IV-A, Wenformation at the receivers. In the first case, each trattsmi
provide sufficient conditions for reliable transmissiorhil@ needs to transmit less information to its intended recedver
in Section 1V-B, we prove the optimality of source-channeb the availability of correlated side information. In thagter
code separation when the side information is a determinisgase, the side information is used to mitigate the effects of
function of the interfering source. In Section IV-C we shovinterference.
that, for a special source and channel model, the sufficientzor notational convenience, we drop the subscripts on prob-
conditions for reliable transmission proposed in Sectil  gpjjity distributions unless the arguments of the distiitns

are also necessary, and hence we give a single letter cbarachre not lower case versions of the corresponding random
zation of the necessary and sufficient conditions for thisl@ho 5riaples.

In Section V we characterize the capacity region of a class of
Z—chanr_1e|s v_wth degraded message sets. This is followed byere we use the notatiobi?” = (Uy.1, ..., Ug.), and similar notation
conclusions in Section VI. for other lengthn sequences.
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Fig. 1. Interference channel model in which the receivergeaccess to side information correlated with the source want to receive.

Ill. SIDE INFORMATION CORRELATED WITH THE DESIRED A. Sufficient Conditions for Reliable Transmission

SOURCE ) . - » .
We first provide sufficient conditions for reliable trans-

In this section, we consider an interference channel mission of the sources. In the spirit of the Han-Kobayashi
which each receiver has side information correlated with ttscheme for the classical interference channel, we propose a
source it wants to decode, i.e., receivehas access to sidejoint source-channel coding scheme that requires theversei
information V}, (see Fig. 1). For this special case, we provi® decode part of the interference with the help of their side
that the source-channel separation theorem applies; shatinformation. In the Han-Kobayashi scheme, each transmitte
it is optimal for the transmitters first to apply Slepian-Wolsplits its message into two pieces to allow the non-intended
source coding to compress their sources conditioned on tieeeiver to decode part of the interference. In our scheme,
side information at the corresponding receiver, and then ¢ach transmitter enables a quantized version of its soaroe t
transmit the compressed bits over the channel using an aptirdecoded by both receivers, where the unintended receiesr us
interference channel code. Note that, in the general case, it correlated side information as well as the channel duttpu
do not have a single-letter characterization of the capacidecode the interference corresponding to this quantized pa
region of the interference channel, yet we can still prove ttsufficient conditions for reliable transmission in thisugeare
optimality of source-channel code separation. In the prwef given in the following theorem.
use then-letter expression for the capacity region, which was Theorem 2:Sourced/; andU, can be transmitted reliably
also used in [26] to prove the optimality of source-channeler the interference channgly:, y2|z1, z2) with side infor-
code separation for a multiple access channel with receivaation V; at Receiver 2 and%, at Receiver 1 if there exist
side information and feedback. The main result of this sactirandom variable$¥; and W5 such that
is the following theorem.

Theorem 1:Sourced/; andU, can be transmitted reliably H(Uh) <I(X1; V2, Y1|Wo,Q),
to their respective receivers over the discrete memoryless H(Us) <I(Xq;Vh,Ys|W1,Q),
interference channel(y;, y2|x1, x2) with side informationt/, ] B ]
at receiverk, k = 1,2, if H(U) <I(W2, X15 V2, Y1]Q) = 1(Uz; W2|Q),
H(Uz) <I(W1, X2; V1, Y2|Q) — I(Ur; W1|Q),
(H(Ur|V1), H(U2|V2)) € int(C) 1) HU) + HUs) <I(X1; Ve, Y1 |Wi, Wa, Q)
whereint(-) denotes thenterior, andC denotes the capacity +1(Wh, X2, V1, 1a|Q),
region of the underlying interference channel. H(Uy) + H(Us) <I(X2; V1, Yo W1, Wo,Q)
Conversely, if(H(U1|V41), H(Us|V2)) ¢ C, then source$/; + I(Wa, X1; Vo, 11|Q),
and U, cannot be transmitted reliably. H(UY) + H(Us) <I(Wy, X2: Vi, Ya|Wa, Q)
Proof: Due to space limitations, the proof is not included ’ I7 W7 X V,' VW
here and can be found in [27]. [ +I(W2, X33 V2, 111, Q),
H(Ur) + H(Us) <I(Wa, X1; V2, Y1|Q)
IV. SIDE INFORMATION CORRELATED WITH THE + I(Wy, Xo; V1, Yo |Wo, Q) — I(Uy; Wh|Q),
INTERFERING SOURCE H(Ul) + H(UQ) <I(W1, X2; ‘/17 }/2|Q)
In this section we consider the case in which Receiver 1 + I(Wa, X1; Vo, Y1[Wh, Q) — 1(Us; Wa|Q),

has access tb; while Receiver 2 has access1®, i.e., each 2H(Uy) + H(Uy) <I(Wa, X1; Va, Y1|Q)

receiver has side information about the interfering tratten's . .

source (see Fig. 2). We investigate how the side information +1(X1; V2, Y1|[W1, W2, Q) + I(Wh, X3 V1, Yo W2, Q),
about the interference helps in decoding the desired irdernd? (U1) + 2H (Uz) <I(W1, X2; V1,Y2|Q)

tion. + I(Xo; V1, Yo [Wi, Wa, Q) + I(Wa, X1; Vo, Y1[W1, Q),
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Fig. 2. Interference channel model in which the receiverge taccess to side information correlated with the sourcéefiniterfering transmitter.

for somep(q), p(w1, x1|u1, q), andp(ws, x2|us, q), where the the source and the channel variables as in Corollary 1 withou
entropies and mutual information terms are evaluated usinging the optimal source or the channel codes (see [25] for

the joint distribution further details and examples).
Corollary 1: SourcesU; and U; can be transmitted re-
p(q,u1,v1, u2, Vo, w1, Wa, T1, T2, Y1, Y2) = P(q)p(u1, v1) liably over the interference channel(yy,ys|z1,22) with

p(uz, va)p(wr, z1|ur, @)p(wa, Taluz, )p(y1, y2|r1,72).  side informationV; at Receiver 2 and/> at Receiver 1
(2) if there exist random variable®/{, W; and Wy, W5 such

] ] ] ) . that inequalities at the bottom of the page are satisfied
Proof: The encoding/decoding scheme is described in ths r some p(q), p(Wilur, @)y p(Walus, q) (Wl 1lg) and

Appendix and the complete proof can be found in [27]m W2,3:2|q) where the entropies and mutual information
We remark here that the achievability scheme in the pro rms are evaluated using joint distribution

of Theorem 2 uses joint source-channel coding and hence,

similarly to [16] and [28], the expressions involve joinstti-  p(q,u1,v1, ug, v2, W1, Wa, W1, Wa, T1, T2, Y1,Y2) = P(q)

bution of the source and channel variables, which potdytial . (uy, 01 )p(@1 |uy, )p(us, v )p(@s|us, Q)p(@r, 21]q)

increases the achievable rate region by enlarging the set of

possible joint distributions. Below in Corollary 1, we pide

a sufficient condition for reliable transmission based op- se Proof: Corollary 1 follows directly from Theorem 2

arate source and channel codes in the spirit of “operatiorigl letting W, = (W, W) and fixing the distributions as

separation” as in [17], [25], which can be obtained as a sech(ws, xx|uk, ¢) = p(Wk|uk, ¢)p(Wk, zk|q), for k=1,2. N

case of Theorem 2. Note that operational separation isrdiffe The sufficient conditions in Corollary 1 are looser than thos

from the classical (“informational”) separation, in whieach in Theorem 2. However, it is not clear whether they are dyrict

source is first assigned to an index and then these indices lacser.

transmitted using an optimal channel code for the undeglyin Remark 1:In the special case of no receiver side informa-

channel. Operational separation corresponds to separatio tion, i.e.,V; = V5 = 0, by fixing W, = W, = (), and defining

'p(ﬁza$2|Q)P(ylay2|$1,$2)- (3

H(Uy) <I(X1;Y1|W2, Q),
H(Uy) + I(Wa; Us|Va, Q) <I(X1, Wo; Y1]Q),
H(Us) <I(Xa;Ya|Wh,Q),
H(Us) + I(W13Ur |V, Q) <I(Xa, Wh; Y2|Q),
H(Uy) + H(Us) — I(W1; V11Q) <I(X1: Y1|W1, Wa, Q) + I(Wh, X2; Y2|Q),
H(Uy) + H(Us) = I(W2; V2|Q) <I(Xo; YW1, We, Q) + I(Wa, X1:Y11Q),
H(Uy) + H(Us) = I(W1; V4|Q) — I(Wa3 Va|Q) <I(Wh, Xa; Ya|Wa, Q) + I(Wa, X1: Y1|W1,Q),
H(Uy) + H(Usz) + I(W 13 Uy Vi, Q) — I(Wa; V2| Q) <I(Wa, X1;Y1|Q) + I(Wr, Xa; Yao| Wa, Q),
H(Uy) + H(Us) + I(Wa; Us|Va, Q) — I(W1; VA|Q) <I(Wh, X2 Y2|Q) + I(Wa, X1: Y1|W1,Q),
2H(U1) + H(Us) — I(W1; Vi|Q) — I(W2; Va|Q) <I(Wa, X1;Y1|Q) + I(X1; Yi|Wi, Wa, Q) + I(Wy, Xa; Ya|Wa, Q)
H(UY) + 2H(Uz) — I(W 13 VA|Q) — I(W2; Va|Q) <I(Wi, Xo; Y2|Q) + I(Xo; Ya|Wa, Wi, Q) + I(Wa, X1 Y1|W1, Q),



R, = H(Uy) and R, = H(Us), the sufficiency conditions in  In order to show the optimality of source-channel code
Corollary 1 boils down to the Han-Kobayashi rate region iseparation, similarly to Theorem 1, we will use thdetter
the form expressed in [14, Theorem 2]. characterization of; provided in the next lemma. Defing®

We do not know whether the sufficient conditions foas
reliable transmission provided in Theorem 2 are too strong, 1
leading to pessimistic results in general. However, inigact " = { (Rus, Rip, Ras, Rap) + Bap < —I(XT5YY'[ST5, 53,),
IV-C, we show that for some special cases, the sufficient con- 1 1
ditions obtained through separate source and channelgoditys + Ri, < —I(X7;Y)"[S5,), Rop < —1(X3; Y5'|ST,, S35),
in Corollary 1 are also necessary, which shows that at least ? n
for certain special cases, Theorem 2 is tight. Ros + Rop < —1(X3:5Y5'[ST,),

B. Deterministic Side Information

. . o for any " (51, )" (55" (o150 (55, |
In this subsection, we focus on the special case in which

the side information sequencé&s and V> are deterministic (%)
functions of the source§; andUs, respectively, i.e., Lemma 1:The capacity region of the interference channel
Vii = hio(Us.s) E—=19 i=1.2.... @) with message side informatid#i; ; at Receiver 2, and message

side informationii,, at Receiver 1 is
for some deterministic functions; and hs, or equivalently

we haveH (V;|Uy) = 0 for k =1, 2. Cr= lim g" 6)

n—oo

The_main result of _th.is .subsec_tion Is thaF when.the side i{R/'here the limit of the region is as defined in [1, Theorem 5].
formation is a deterministic function of the interferingusoe, Proof: A proof of Lemma 1 can be found in [27]. m

the source-channel separation theorem applies; that is, it Now that we have then-letter characterization of the

optimal to first p(cajrfohrm source coding ‘Z?ﬂl egcddké :jmcb) capacity region of interference channels with message side
messagelVy;, and the remaining part » denoted DY joormation at the receivers, we are ready to show that the

n n i _ .
UE|Vy', into mgssalllg;évkp, kh_ 1, 2,dan|d.then to tfransmn tg:;esource—channel separation theorem holds when the reseiver
messages optimally over the underlying interierence Nide information sequences are deterministic functionthef

p(y1, y2|21, x2) With side informationiV;; at Receiver 2, and interfering sources.

side informationiV’;, at Receiver 1. Theorem 3:Sourced/; andU; can be transmitted reliably

First, we define the capacity region of the mterferen% their respective receivers over the discrete memoryless

channel With message sid_e informa’Fion at the_receivers (ﬁﬁf‘erference channeb(y:, yo|z1,22) with side information
Fig. 3). In this communication scenario, Transmittdras two Vi = h1(U,) at Receivee, and side informatiofs = h(Us)
messages$Vy, and Wy, of ratesRy, and Ry, respectively, at Receiver 1. if '

to transmit with negligible probability of error to Receive
k, k = 1,2, while Receiver2 has access tdV;,, and (HOW), H({U|V1), H(Va), H(Us|V2)) € int(Cy), @)

Receiver 1 has access b, All messages are indE'\pendem\'/vhereC denotes the capacity region of the interference
A (2nfas gnftip gnlae gnkap n) code for this channel con- I pacily Teg

channel with message side information at receivers.

sists of two encoding functionsf? : {1,2,-.-,2"%s} x .

{1 Qe 2nR1p} N g‘)c'n and fnl . El 9 2nR23}} % Conversely, If(H(Vl)v H(U1|V1)7 H(‘/Q)v H(UQH/Q)) ¢ Cr,

{1’ 2’ 72n1~22p} _ )1(” and2 tWo d7ec’odin’g functionsthen source$/; and U, cannot be transmitted reliably.
34y Ty 21

Proof: A proof of Theorem 3 can be found in [27].®
The benefits of considering the side information samples as
deterministic functions of the source samples are two-fold
Firstly, the transmitters also know the side informatiord an
they can use this knowledge to minimize the amount of inter-
ference they cause. Due to this fact, we are able to achigve an

gr Vi x {1,2,---,2”R25} — {1,27---72"R15} X
{1727"'72an?} and gg : yg X {1527"'72an5}
{15 27 o 72nR2S} X {15 27 o 72nR2p}'

The average probabilty of error for the
(2nfts gnfap gnfes gl ) code is defined as

1 2nfie onfip gnkae gnfiap point in the capacity region of the interference channehwit
P = Z Z Z Z message side information. Secondly, encoding the infoomat
e on(Ris+Rip+Ras+Rap) 9 . ’ Y, g
wis=1 w1p=1 was=1 wap=1 of Vi, k = 1,2 into the codebook at Transmittér not only
Pr{gi(Yy", was) # (wis,w1p) OF helps reduce the interference at the other receiver, bot als

does not place any extra burden on Receivéo decodel,
asV,, is a deterministic function of/,.. This fact enables the

Definition 2: A rate quadruplet(Ris, Rip, R2s, R2p) 1S converse proof of the source-channel separation theorem.
said to be achievable if there exists a sequence of o - ) _
(2ans gnRi, 9nRas 9nRap n) codes for whichP® — 0 as C. Necessary and Sufficient Conditions for Reliable Tragsmi

€

n — oco. The capacity region is defined as the closure of tfon for a Special Case
set of achievable rate quadrupléf?; s, R1,, Ras, Rap), and is In Section IV-B, we have shown that source-channel sepa-
denoted byC;. ration is optimal when the side information is a determinist

95 (Y5 wis) # (was, wap)|(Wis, Wip, Was, Wap) IS SENE.
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Fig. 3. Interference channel with message side informadiothe receivers.

function of the interfering source. Thus, for these casks, i In the next lemma, we provide a single-letter character-

the single-letter characterization of the capacity regain ization of C;, i.e., the capacity region of this class of Z-

the corresponding interference channel with message sidterference channels with message side information.eSinc

information, i.e.,C;, is known, we would have necessary an&Receiver 1 does not face interference, there is no benefit to

sufficient conditions for reliable transmission in a sinfgder having access to the side informatid¥i,,. Hence, without

form. However, a single-letter characterization &f is not loss of generality, we assuni@,; = 0.

known in general as it is a generalization of the capacitjoreg Lemma 2:The capacity region of Z-interference channels

of the classical interference channel. satisfying Conditions 1 and 2, with message side infornmatio
In this subsection, we consider the class of interferengg,, at Receiver 2, is characterized by

channels studied in [13]. We show that the Han-Kobayashi

scheme is capacity-achieving for this class of interfegenc Rip + Ris < I(X1; Y1), 9)
channels [13] when the receivers have message side infor- Ra, < I(W, Xo;Ys) and (10)
mation, and we obtain a single-letter characterizationhef t Rip + Rop < I(X1; Yi|W) + I(W, X Ya) (11)

capacity region. Hence, we conclude that, for this class of

interference channels, when the side information is a d@r some p(w)p(x1|w), where the mutual informations
terministic function of the interfering source, the suffitfi and entropies are evaluated with the joint distribution of

conditions provided in Theorem 2 are also necessary, yigldithe form p(w, z1, z2,y1,y2) = p(w)p(a1|w)p* (x2)p(y1|21)
a single-letter characterization of the necessary andcgii (y, |2, z,).

conditions for reliable transmission. This means that the pygof: A proof of Lemma 2 can be found in [27]. =

achie_vability result presented in Theorem 2 is tight in some 10 proof of Lemma 2 indicates that superposition encoding
special cases. _ and partial decoding is capacity-achieving. More spedifica
The special class of interference channels we focus gl codebook at Transmitter 1 is such that the inner codebook

in this subsection is a class of Z-interference channels. F(%lrries the side information at Receiver 2, i, and part
1 - hSH

the Z-interference channelsly1, y2|z1, x2) can be written as o 1y, and the outer codebook carries the remaining part of
p(y2|z1,22) - p(y1|x1), i.€., the channel betweek; andY;

. . . . p-
is @ single user channel characterizeduy, |z,). This cor- Comparing these results in the case of side information at

responds to an interference channel in which only the secopd \oceiver with the traditional Z-interference chanrig][
transmitter-receiver pair faces interference. In paléicuhe the rate ofiV,, takes the place of/;, which means that the
p ’

me_mberhs Off :Ihe F:Iass ofd_Z.-mte.rference channels we consi éssage that causes interference is reduced Wanto Wy,,.
satisfy the following conditions: Due to the fact thatd;, is available at Receiver 2J;, does

1) For any positive integern, H(Yy'|Xy = 23), not cause any interference and therefore its rate can be made
when evaluated with the distribution)_ .. p(¢1) a5 Jarge as possible within the constraint of the capacitpef
p(y§|x?,x3), is independent ot for any p(z7}). channelp(y:|z1) depicted by (9).

2) Definer as Having established the capacity region of this specialsclas

7= max H(Y3). (8) of Z-interference channels with message side information a
p(1)p(z2) the receiver, we next consider the joint source-channahgod

Then there exists ap*(x2) such that H(Y2), problem for this channel model with the assumption that each

when evaluated with the distributioy>, . p(z1) side information sampl& ; is a deterministic function of the

p*(x2)p(y2|x1, 22), is equal tor for any p(z1). corresponding source samplg ;, i.e., Vi ; = hy(Uy,), for
Please refer to [13] for intuition behind these conditionsai = 1,2,--- for some deterministic functioth;. Since the
examples of Z-interference channels that satisfy these tfust transmitter-receiver pair is interference-free hwitt loss
conditions. of generality, we assumg, = ().



Since source-channel separation is shown to be optimal V. Z-CHANNEL WITH DEGRADED MESSAGESETS
in Theorem 3 for the source and side information structureThe result in (9)-(11) is directly related to the capacity

under consideration, we are able to characterize necess@yion of the Z-channel with degraded message sets, based
and sufficient conditions for the reliable transmission lé t 5, the intuition gained from the proof of Theorem 3 in [19].
sources in the single-letter form using the capacity regifhe intuition in [19] is that when the receiver has some side
characterization given in Lemma 2. information about the undesired message, we can set up a new

Corollary 2: For Z-interference channels satisfying Condiscenario in which the receiver does not have access to the
tions 1 and 2, and side informatidi = h,(U1) at Receiver sjde information, and is required to decode it. Then, when we
2, necessary and sufficient conditions for reliable trassion  remove the rate constraint associated with decoding ofittee s

are information at the receiver in the capacity region of the new
scenario, we get the capacity results of the original séenar
H(Uy) <I(X1;11) (12) Therefore, the solution given in (9)-(11) resembles thetimh
H(Us) <I(W, X5;Y3) and (13) of the following problem.

H(UL|Vi) + H(Us) <I(W, Xa;Ya) + I(X1: Y1 [W)  (14) The channel is described by two transition probabilities
Y ’ p(y1]x1) andp(yz|z1, 22), and satisfies both Conditions 1 and
for some p(w)p(z1 |w), where the mutual informations and2- There are three independent messdges, W1, and W.
entropies are evaluated WitH(u1, v1, us, w, 1, T2, Y1, y2) = Transmitter 1 has messag#s . and Iy, and Transmitter 2
p(ur, v1)p(u2)p(w)p(z1 [w)p* (22)p(yr |21)p(ye|z1, T2). ha§ messag#d/>. Wi, needs to be decoded at both receivers,
Proof: Corollary 2 follows directly from combining The- Wh"e.Wlp andv nged to be decoded only at Receiver 1 and
orem 3 and Lemma 2 Receiver 2, respectively.
In Corollary 1. s ec'iny _ 0 chooseil, — i, — 0 This channel model includes the Z-interference channel as
W Vi, 0 y 0),an?jp(a: )2 _p*(’x ) Renan’zlin_gW gas_W’ a special case, when the rateldf,. is zero. Compared to the
1 = Vi, = 2) = 2). 1 1

. . ~ definition of the Z-channel in [29]);. is not only intended
and using Condlthn 2 anql .the fact t.h.Ht(Ul)._ }.I(Vl) —__for Receiver 2, but also for Receiver 1. Therefore, we cadl th
H(U,|V4), we obtain a S“‘f”?'e”t conq!tlon Wh'?.h |s.the SaM&hannel model as the-channel with degraded message sets
as the necessary and sufficient condition specified in Gaooll Then the capacity region for the Z-channel satisfying Condi
2. Hence, we conclude that in this special case, the suffici%n

conditions described in Corollary 1 based on separate eourgnS L and 2, with degraded message sets can be charadterize

and channel coding are also necessary. This shows that ?ﬁefOHOWS:
conditions presented in Theorem 2 are also necessary &t leas Ry, < I(X; Y4|W) + 7, (15)
in certain scenarios. Roet Re, < I(X0iY) 10

Corollary 2 shows how the side informatida = h,(Us) <

. el o e < I(W;Ya|X3) — d 17

about the interferenc&; helps in reliable transmission, and Ry < I(W;13|X5) -y an (17)
determines the most efficient way of using this side infor- Ry + Rie <7 — H(Y2[W, X5) =7, (18)

mation: Transmitter 1 performs a separation-based engodigy somep(w)p(z1|w) andy > 0 where the mutual informa-
scheme. It first splits its sourdé" into V" and a remaining tjons and entropies are evaluated usifg, z1, 2, y1, y2) =
part using entropy-achieving data compression techniGUes )z, [w)p* (z2)p(y: |21 )p(y2|a1, z2). The proof of this
thus obtains two messag#s,» andWyr |y, Then, it further yegyt follows from arguments very similar to those usedhin t

splits messagéVy |y, into two partsWinner and Wouer, at  scenario of message side information at the receiver ceresid
ratesy and H(U,|V1) — v, respectively. Next, it performs iy Lemma 2.

superposition encoding, transmittiiy,» and Winner through

the inner code at ratéf (V1) + v, and Wouer through the VI. CONCLUSIONS

outer code at rated(U;|V1) — . Transmitter 2 performs  We have studied the problem of joint source-channel coding

separation-based source-channel coding, first magpjnmto in interference channels with correlated receiver siderinf

a messagél, and then mappindg?, into a codeword of an mation. In the case when the receiver side information is

i.i.d. codebook generated with distributiph(z). Receiver 1 correlated with its desired source, we have shown that agpar

decodes both the inner and the outer codes. Receiver 2 knaelesign of source and channel codes is optimal. In order to

the side informatior/* and hence sees an inner codebook atinimize the interference to the other transmitter-reeepair,

an effective rate ofy only. It decodes the inner codeword andhe transmitters should transmit only the part of their sear

the codeword of Transmitter 2 jointly using the receivedhalg that is not already known by their corresponding receivers.

and the available side information about the interference.  For the case in which the receiver side information is
The intuition obtained from the special case derived in thaorrelated with the interfering source, we have providdtl-su

subsection is that one should put as much information eent conditions for reliable transmission by proposingiatj

possible about the side information within the inner coddo source-channel coding scheme based on the idea of superpo-

in order to minimize the impact of interference when the sidgtion encoding and partial decoding of Han and Kobayashi.

information about the interference is available at the ivete As a special case, we have focused on the scenario in which
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