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Abstract

The detection of critical surface cracks in the railhead is a major challenge for the

railway industry. Conventional inspection methods have proven not to be reliable

enough in this context, therefore the aim of this work was to develop an alternative

or complementary screening method. The approach was to scan a pulse-echo probe

along the rail which deploys low frequency surface waves.

The results of an initial study on plates with about the thickness of a railhead were

encouraging, even though the interference of multiple guided wave modes compli-

cated the signal interpretation.

The properties of the dominant surface wave modes of rails were determined and a

mode suitable for inspection purposes was identified. However, it was found that

there was a number of similar unwanted modes which would be easily excitable from

the railhead surface as well.

In order to ensure correct and reliable signal interpretation it was necessary to

suppress such unwanted modes. Two signal processing methods were developed,

one involving focussing of a phased array across the railhead, the second mimicking

an increased probe length along the rail by a spatial averaging method. The latter

was found to be highly effective and robust, rendering the phased array obsolete and

thus reducing both system complexity and data acquisition time.

The performance of this method was studied on rail specimens containing artificial

and real defects. Areas with defects were reliably distinguished from areas without

defects or with tolerable surface damage. Furthermore, deep defects were detected

even with multiple smaller ones in front. However, due the complex geometry of

real cracks and the interference of reflections from multiple defects, accurate sizing

appeared to be very difficult. Nevertheless, the inspection method developed appears

suitable for defect detection and could be used to complement existing methods and

thus enhance their reliability.
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N = 5 local immersion probes (25 mm long, angled at 30 ◦), spacing

∆x = 40 mm. Filled contour levels at -10, -20, -30 and -40 dB. . . . 117

14



LIST OF FIGURES

5.20 (a) Sketch of rail specimen containing artificial defects; (b) B-scan

plot of envelope of raw signals; (c) B-scan plot of envelope of spatially

averaged signals (N = 20, ∆x = 10 mm); (d) tilted B-scan based

on Figure 5.20c, time replaced with effective distance, (e) mean and

variation of envelopes, extracted from Figure 5.20d . . . . . . . . . . . 119

5.21 2D-FFT of RF signals measured on rail specimen. . . . . . . . . . . . 121

5.22 2D-FFT of spatially averaged signals with N = 20 and ∆x = 10 mm. 122

6.1 Surface wave scans of rail containing artificial defects. Solid line:

specimen 1 containing a 3 mm and 5 mm deep transverse notch. Dot-

ted line: specimen 2 containing a 10 mm deep transverse notch. . . . 129

6.2 Surface wave scan of specimen 2 with artificial defects. (1) Dashed

line: cluster of seven 3 mm deep transverse notches. (2) Dotted line:

single 10 mm deep transverse notch. (3) Solid line: seven transverse

notches, the central one 10 mm deep, all others 3 mm. . . . . . . . . 131

6.3 Surface wave scan of specimen 3 with an angled defect. Solid and

dotted lines denote mean of the envelopes of measurements in both

directions, light and dark grey areas indicate the corresponding vari-

ation of the envelopes. . . . . . . . . . . . . . . . . . . . . . . . . . . 133

6.4 Surface wave scan of RCF specimen I. . . . . . . . . . . . . . . . . . 134

6.5 Measurement on RCF specimen I. Comparison of (a) photograph after

dye penetrant inspection; (b) MAPS stress measurement; (c) surface

wave inspection using spatial averaging. . . . . . . . . . . . . . . . . . 135

15



LIST OF FIGURES

6.6 Measurements on RCF specimen II. (a) Surface wave inspection in

two directions using spatial averaging; (b) photograph of defective sur-

face area; (c) enlarged area of Figure 6.6b with sectioning indications;

(d) photograph of section A-A; (e) photograph of section B-B; (f)

enlarged part of surface wave scan in Figure 6.6a on same scale as

Figures 6.6c-e for comparison. . . . . . . . . . . . . . . . . . . . . . . 137

6.7 A-scan equivalent of surface wave scan on RCF specimen III. Forward

scan between 1000-1500 mm. . . . . . . . . . . . . . . . . . . . . . . . 139

6.8 A-scan equivalent of surface wave scan on RCF specimen III. Back-

ward scan between 2000-2500 mm. . . . . . . . . . . . . . . . . . . . . 139

6.9 A-scan equivalent of surface wave scan on RCF specimen III. Back-

ward scan between 1000-1500 mm. . . . . . . . . . . . . . . . . . . . . 140

6.10 (a) Combined surface wave A-scan equivalents (mean of the envelopes

only) of three scanning regions on RCF specimen III, taken from Fig-

ures 6.7-6.9. (b) Sketch of specimen. . . . . . . . . . . . . . . . . . . 141

6.11 Measurements on RCF specimen III, section region 1. (a) Photograph

of defective surface area (inverted grey scale) with sectioning indica-

tions; (b) photograph of section A-A; (c) photograph of section B-B;

(d) photograph of section C-C; (e) enlarged part of combined surface

wave scan in Figure 6.10a on same scale as photographs for comparison.142

6.12 Zoom into Figure 6.10a, combined surface wave A-scan equivalents

(mean of the envelopes only) of three scanning regions on RCF spec-

imen III. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.13 Measurements on RCF specimen III, section region 2. (a) Photograph

of defective surface area (inverted grey scale) with sectioning indica-

tions; (b) photograph of section A-A; (c) photograph of section B-B;

(d) photograph of section C-C; (e) enlarged part of combined surface

wave scan in Figure 6.10a on same scale as photographs for comparison.144

16



LIST OF FIGURES

6.14 A-scan equivalent of surface wave scan on RCF specimen III. Back-

ward scan between 4700-5400 mm on a severely damaged surface. . . 146

7.1 Max. probe speed as a function of spatial averaging probe distance ∆x

and coverage per measurement. . . . . . . . . . . . . . . . . . . . . . 155

A.1 Sketch of utilised FEM models for determination of of Rayleigh wave

reflection coefficient from transverse defects. All dimensions in mm. . 159

B.1 Simple model for local immersion probe: (a) send; (b) receive. . . . . 160

C.1 Comparison of rectangular, Hamming and Hanning window. . . . . . 163

C.2 Comparison of rectangular, Hamming and Hanning window in the

frequency domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

17



Nomenclature

A amplitude

B transmitter sensitivity
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cg group velocity

cp phase velocity

C contact function

Cr spectral reflection coefficient

C̃r finite bandwidth reflection ratio

c stiffness tensor

d defect depth

D function combining mode excitability and interaction with features

E Young’s modulus
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Chapter 1

Introduction

1.1 Defects in rails

Fatigue defects in rails can lead to rail breaks and are therefore a potential hazard

for railway safety. According to their initiation, they can be divided into three broad

groups [1]:

• Cracks caused by manufacturing defects, e.g. tache ovales (mainly in bad

welds due to hydrogen inclusions [2]).

• Defects due to inappropriate handling and use, e.g. surface spalling caused by

wheelburn (spinning wheels).

• Rolling contact fatigue (RCF) defects, like sub-surface initiated shells or surface-

initiated squats and head checking.

Depending on the mechanical loading conditions and the fatigue life of the rail,

flaws may develop into transverse cracks which can lead to rail breaks [3]. In the

US during 1993-95, rail head and transverse defects in the rail represented about

40% of the causes of train derailments (transverse defects alone 29%) and 51% of

the total costs [4]; in the UK 39.5% of rail breaks were caused by vertical/transverse

defects [5].
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Improved manufacturing technology has reduced the number of fatigue crack initi-

ation sites inside the rail, i.e. the number of defects in the first group above has

decreased. However, changing service demands like increased average load, higher

train speeds, shorter inspection windows [4] and higher wear resistance have resulted

in new problems; new rail steels are of such high quality and are so resistant to abra-

sion that material wear is no longer sufficient to prevent the growth of cracks in the

rail surface [6]. Therefore, over the last 20 years, the number of rail failures due to

RCF defects has been increasing (e.g. the Hatfield accident in the UK in 2000) and

is now a major concern of the railroad industry [1]. In the late 1990s, RCF defects

accounted for about 60% of defects found by East Japan Railways, 25% in France

(SNCF) and 15% in the UK [1]. Due to inconsistencies in the categorisation and

reporting of defects for a number of years, these statistics are likely to underestimate

the real figures in the UK [7]. RCF is likely to be a major future concern as speed,

axle load, traffic density and tractive forces will continue to increase [2].

RCF defects are caused by high normal and tangential stresses which lead to severe

shearing of the surface layer of the rail. The crack produced propagates through

the heavily deformed surface layer at a shallow angle to the running surface until it

reaches a depth of approximately 5 mm [3, 7–10] where the material has remained

undeformed [1]. From there, it can develop branches that either turn up and cause

spalling at the rail surface or turn downwards. The exact reasons for the branching

are still not clearly understood [1, 11], but may include the action of longitudinal

stresses in the rail head. These stresses, whilst compressive at the surface, change

to tensile towards the centre of the rail head [11]. If the downward branches remain

undetected they can eventually grow in the zone of influence of the gross longitudinal

bending and residual stresses in the body of the rail and propagate to cause complete

rail fracture [11].

RCF defects can be further distinguished into subcategories, the two most important

of which are squats and head checks. Squats are defects which occur in straight or

slightly curved track on relatively high speed passenger lines. They are visible as

dark areas on the rail surface because of subsurface cracking which causes surface
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(a)

(b)

(c)

Figure 1.1: (a) Gauge corner cracking or head checks (scale in mm). (b) Longitudinal

section of rail specimen in Figure 1.1a on same scale. (c) Rail failure resulting from gauge

corner cracking [11].

depression and accumulation of wear debris. Each squat typically consists of two

cracks growing at inclined angles: a leading one which propagates in the direction of

travel and a trailing crack which propagates faster in the opposite direction. Authors

of publications on this subject disagree about the angles; cited values are between

10-15◦ [3] and 30◦ [2]). The trailing crack is typically several times longer than the

leading crack (20 to 50 mm) and contains numerous minute branches, one of which

may propagate transversely across the rail head and lead to rail failure [2].

The terms head checks and gauge corner cracking (GCC) are commonly used in-

terchangeably and refer to clusters of fine cracks between the crown and the gauge

corner of the rail with a spacing between 0.5 and 7 mm [3, 6]. (Note that the term

GCC is occasionally used specifically for RCF within 10 mm from the gauge face

and head checks for RCF further towards the crown [7].) These defects grow at an

acute angle into the rail following the dominant traffic direction. The angles given

in the literature vary, typically cited values are 10 to 15◦ [3] and 15 to 20◦ [10]. Fig-

ure 1.1a shows a top view of a rail head containing GCC. The longitudinal section

in Figure 1.1b of the same specimen shows the typical crack orientation; the traffic
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direction in this case would have been from the right to the left. There may be

thousands of such fine surface head checks on the high rail of some curves, and deep

transverse defects may extend from a few of them [1]. An example of a rail break

caused by GCC is shown in Figure 1.1c. Head checks are the dominant type of RCF

defects in the British rail network [7] and were for example the cause of the Hatfield

rail accident [12].

The early stages of rolling contact fatigue can be managed to some extent by regular

track grinding which removes defects at the initiation stage. On the other hand,

small cracks are unlikely to cause rail failure in the short term and are therefore

considered to be tolerable if their depth is less than approximately 5 mm [12, 13].

The railway industry is interested in a cost effective balance between rail grinding,

defect monitoring and rail replacement while still ensuring track safety. In order to

achieve this, reliable and efficient non-destructive methods are needed to assess the

severity of defects.

1.2 Rail inspection

1.2.1 Standard methods

The first inspection cars for non-destructive testing of railroads were introduced in

1923 by Sperry and utilised a magnetic flux leakage technique to detect defects [4,14].

Its basic principle is that a high current is injected into the rail via contact brushes,

thus making the rail effectively part of an electric circuit. Defects will distort the

current flow and the magnetic field induced by it, and the flux leakage can be picked

up with search coils. This method has many shortcomings, e.g. in detecting defects

which are not transverse to flux lines and close to the search coils, but it is still used

in Russia and in the USA as a complementary testing technique [14].

Ultrasonic testing was first implemented in inspection cars in the 1950s and has

become the most commonly used rail inspection method [14]. Nowadays, ultrasonic
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cannot be detected [1, 2], see Figure 1.2b. There have been many cases where

such defects remained completely undetected by ultrasonic inspection and eventually

caused rail breaks and derailments [4]. Considering the increasing significance of

RCF defects, this lack of reliability is a major issue.

Eddy current systems are very sensitive to surface defects and therefore appear

more suitable in the context of RCF defects. These train mounted units use coils

to induce eddy currents in the surface of the rail and measure impedance changes

caused by surface cracks like head checks. However, eddy current measurements

give an indication for the length of a defect rather than its depth. This means that

consistent crack growth at a fixed angle has to be assumed (e.g. 23◦ for head checks

in [6]) to estimate the crack depth. Another issue is that eddy currents have a

very limited penetration depth. This means that it might be difficult to correctly

determine the full depth of a defect, especially if the density of features at the

surface, such as small RCF cracks or other damage, is very high. Such a system

appears therefore to be useful for assessing whether a rail grinding operation has

removed cracks in the rail surface [6], but it appears to be less suitable as a quick

screening tool to pick up critical defects.

Some railway companies use radiography for examining alumino-thermic welds and

defects with orientations unsuitable for ultrasonic inspection [1]. Other very basic

inspection methods include dye penetrant and magnetic particle methods as well as

visual inspection [1, 8].

On the British rail network visual inspection is still the main method to assess the

severity of gauge corner cracking [15]. Even though there exists an ultrasonic pro-

cedure U14 ”Detection and Sizing of Gauge Corner Cracking”, this is only applied

to quantify the extent of the cracking when GCC has been detected visually [12].

That procedure uses the standard ultrasonic testing equipment, but with the probe

being offset towards the gauge corner of the rail, which means that a location could

still be ”untestable” due to masking as discussed above. To classify defect severity

entirely by visual inspection the longest visible defect path on the surface is mea-

sured. It was found that there is a very rough correlation between the length of an
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Figure 1.3: Correlation of crack penetration with visible crack length (from Reference [7]).

individual crack on the rail surface and its depth of penetration into the rail. If a

defect is longer than about 20 mm, there is a significant possibility that the crack

has turned down and reached a critical depth, see the chart in Figure 1.3 [7]. Since

this approach is crude and time consuming, there is clearly a need for an improved

automated testing method.

1.2.2 Recent developments and research

The shortcomings of the existing rail inspection methods have led to a variety of

research projects which address specific issues and are aimed at complementing the

existing techniques.

In order to improve for example the detection of vertical defects propagating in the

longitudinal direction (along the rail) several ultrasonic transmission techniques that

are applied across the railhead have been investigated [16–20]. Vertical longitudinal

as well as transverse defects are addressed by a method utilising laser sources to

excite bulk waves on the side of the rail head to detect defects by ultrasonic shad-

owing [21,22]. All these approaches need access from the side of the railhead which

in reality is often obscured by switch blades, fasteners etc. For this reason their

integration into an inspection train would be difficult.
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In recent years there has been a lot of research into long range guided waves applied

to rail inspection, see for example [23–26]. Utilising the wave guide characteristics

of the rail, these methods are well suited to detect critical transverse defects which

obscure the wave path. A difficult issue is wave mode control which is why most

approaches rely on transducers which are fixed on the rail. A portable system has

been developed in the UK which has to be clamped onto the rail and is able to

inspect the whole cross section of the rail (including the foot) for a length of many

tens of metres [23]. The system delivers very promising results in critical locations

such as level crossings or tunnels. However, since it cannot be train mounted, it

would not be suitable for the quick inspection of long distances in order to cover the

full rail network.

A very promising candidate to overcome the issues of conventional ultrasonic systems

regarding the detection of RCF defects in the railhead is the use of surface waves

propagating along the rail. They combine some advantages of guided waves, such as

a larger coverage from a single inspection position, with the potential of integration

into a moving hand-held or train mounted inspection system. The work presented

in this thesis and the arising publications focus on this approach, as does research

elsewhere [18–20,27–30].

1.3 Project aim

The aim of this work was to develop an inspection method that could reliably detect

critical transverse defects in the railhead. The method should be a very robust

screening tool and perform well even on surfaces containing RCF or other surface

damage. Precise sizing was considered less important as long as critical defects could

be picked up. Furthermore, it should be easy to integrate into existing inspection

setups to simplify field testing and further development stages. Since the concept

of using surface waves appeared to be most promising it was decided to focus on

this. A crucial part of the overall aim was therefore to gain a better understanding

of the characteristics of surface waves in rails and what implications they have for
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the detection and sizing of defects.

1.4 Outline of thesis

The structure of this thesis broadly follows the actual order of research undertaken

for this project.

Chapter 2 provides background information on surface waves applied to non-destructive

testing in general and rail testing in particular. Based on this, some basic consider-

ations regarding probe requirements are made. The approach taken in this work is

defined and put into context.

An initial investigation applying surface wave inspection to steel plates with the

thickness of a railhead is presented in Chapter 3. This study served as a trial for

the chosen approach on a less complex wave guide geometry. Experimental results

as well as simulations using the finite element method (FEM) are discussed and

potential problem areas are identified.

Dispersion curves and mode shapes of surface waves modes in rails are determined

in Chapter 4. A mode suitable for inspection purposes is identified and the problem

of the concurrent presence of multiple modes is discussed.

In Chapter 5, two approaches are examined for an efficient excitation of the selected

surface wave mode in rails. The first makes use of a transducer array across the

width of the rail and utilises array focussing to match the mode shape in the area

of the probe contact patch. The second approach is a spatial averaging technique

which exploits the signal redundancy of the data obtained from scanning the probe

along the rail. The potential and limitations of both methods is discussed in detail

and a procedure for experiments is derived.

Experimental results from a number of rail specimens containing both artificial

defects and real RCF cracks are presented in Chapter 6. The feasibility of detecting

and sizing of critical defects is discussed.
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Chapter 7 summarises the findings in this thesis and draws conclusions, which lead

to suggestions for future work.

29



Chapter 2

Literature review and initial

considerations

2.1 Background on surface waves

An extensive amount of literature has been published on surface waves in solids.

This section will only give an overview of selected references relevant for the use of

surface waves in non-destructive testing (NDT) applications and more specifically

in the context of rail testing.

2.1.1 Surface waves for NDT applications

In 1885, Lord Rayleigh showed that waves can be propagated over the free surface

of an elastic half-space [31]. He found that these surface waves (”Rayleigh waves”)

are confined to a superficial region of a thickness comparable with the wavelength

and that they decay exponentially with depth. Figure 2.1 shows the associated

displacement profiles in the in-plane and out-of-plane directions. Rayleigh described

these surface waves as analogous to deep-water waves and already suggested their

importance during earthquakes: since they diverge only in two dimensions, they are

less attenuated than bulk waves and propagate over a longer distance.

30



2. Literature review and initial considerations

Figure 2.1: Normalised displacement amplitudes in-plane (UR) and out-of-plane (WR)

of a Rayleigh wave as a function of depth z from the surface (normalised to wavelength

λR). Solid curves: ν = 0.34, dashed curves: ν = 0.25. Figure taken from Reference [32].

After the second world war, when ultrasonic inspection methods emerged, the char-

acteristics of surface waves made them an interesting candidate for non-destructive

testing applications. In 1967, Viktorov [32] published a very extensive study of

Rayleigh and Lamb waves. Apart from basic properties and the relationship be-

tween these two types of guided waves he also discussed issues of their excitation

using wedge and comb transducers. Furthermore, he experimentally investigated

the scattering of surface waves from isolated surface defects such as straight slots

and semicircular grooves in dural bars. He found the reflection coefficient changed

in an oscillating manner as a function of the defect depth due to resonances in the

defect. He suggested that the period of the oscillation in the frequency domain could

be used to determine the defect depth. Many researchers proposed this method for

defect sizing, see for example Domarkas et al. [33], who also considered defects of

finite length (as opposed to an infinitely long crack modelled with plain strain con-

ditions). The method requires wideband signals with wavelengths smaller than the

crack dimensions and assumes isolated defects with a simple geometry.

Another method makes use of the fact that the extended wave path caused by a
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defect compared to the undamaged specimen causes a phase delay for the trans-

mitted signal. The condition for this is again that defects are isolated, simple and

large compared to the length of the Rayleigh wave pulse. It is then possible to

calculate the defect length from the time of flight of the pulse measured with a

pitch-catch configuration. Hall [34] reported the use of such a method in 1976 to

monitor the crack depth during fatigue testing of rails. The lack of accurate the-

oretical models and computer simulations made it necessary to use glass models

and photoelastic visualisation to understand the complex scattering behaviour. The

approach of measuring phase delay of transmitted signals is also proposed in more

recent publications, see for example Masserey et al. [35].

In the 1970s, a lot of theoretical modelling was done for the development of surface

acoustic wave (SAW) signal processing devices. The propagation of surface waves

on various types of wave guides was of special interest, see for example Lagasse [36],

Oliner [37,38] and Krylov [39,40]. Surface wave modes were investigated for example

on wedges, grooves, curved surfaces etc. and were found to have slightly different

properties compared to Rayleigh waves, for example in terms of group and phase

velocity. In the context of SAW devices, Tuan and Li [41] determined the reflection

of Rayleigh waves from a shallow rectangular groove or low step in an elastic half

space using a boundary-pertubation technique. This was extended by Simons [42]

to scattering by strips and periodic arrays of strips and grooves.

More analytical modelling for NDE applications of Rayleigh waves started in the

1980s. Achenbach and co-workers published exact analytical formulations based

on integral equations for Rayleigh waves scattered from a transverse infinitely long

surface-breaking crack, for both normal [43] and oblique incidence [44]. These theo-

retical predictions were confirmed experimentally by Adler and co-workers [45, 46].

Vu and Kinra measured the diffraction of Rayleigh waves by an edge-crack both

normal [47] and inclined [48] to a free surface. Zharylkapov and Krylov [49] also in-

vestigated experimentally the scattering of Rayleigh waves from transverse notches

as well as measuring the resulting scattered fields of bulk longitudinal and shear

waves.
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Klein and Salzburger [50] developed an analytical approximation based on the work

of Tuan and Li [41] which allows for a finite crack length and oblique incidence and

verified it experimentally.

Auld et al. [51] and Tittmann et al. investigated the sizing of small semielliptical

cracks by analysis of the scattered radiation pattern produced by incident short-

wavelength surface waves. This requires measurements for a range of backscatter

angles around an isolated defect.

For very high ratios of crack depth to wavelength, a body with an inclined crack

can essentially be considered to be a wedge corner. Scattering from such wedge

corners has been investigated for example by Fujii et al. [52, 53], Krylov et al. [54]

and Babich et al. [55].

Parallel to developments of analytical models, the improved capabilities of com-

puters facilitated the use of numerical simulations and allowed the visualisation

of propagation and diffraction behaviour of waves. Hirao et al. [56], for example,

investigated the scattering of Rayleigh waves by surface edge cracks using a finite-

difference method (FDM). Bond and co-workers studied the scattering of Rayleigh

waves from various geometries, first using FDM [57–59], later they applied an explicit

finite element method (FEM) [60,61]. In [61], Blake and Bond review the available

techniques for defect characterisation using surface waves and discuss them criti-

cally. According to them, comparing the amplitude of the scattered wave field to

that from reference features is a very simple method, but the scattered signal varies

with the shape of the defect and the bandwidth of the transducer. Time-of-flight

and spectroscopic methods only give information on the length of a surface feature

(not on its orientation), and only work at high frequencies where the defect is large

compared to the wavelength. Blake and Bond also point out that research until

that point had concentrated only on isolated simple defects without considering,

e.g., curved crack geometries, surface roughness, crack closure.

There have been first attempts to address these issues in recent years. As an example

for more complex defect geometry, Hassan and Veronesi [62] investigated surface

33



2. Literature review and initial considerations

wave scattering from semicircular notches experimentally and using 3-dimensional

FE simulations. Also the problem of crack closure has been dealt with: Pecorari,

for example, modelled the scattering from a crack with faces in partial contact and

also performed experiments [63].

Kim and Rokhlin [64] presented a low frequency scattering model for corner cracks

initiated from a pit-type surface flaw. They measured changes of the reflection

coefficient due to crack closure during fatigue testing of the test specimen. Another

example for an application using Rayleigh waves for crack detection for low crack-

depth-to-wavelength ratios was presented by Cook et al. [65]. They monitored the

growth of small fatigue cracks in a sample under cyclic tensile loading and found

that the amplitude of the scattered signal was proportional to the square of the

crack radius.

An issue of interest with respect to RCF defects in rails is the influence of distri-

butions of small surface-breaking cracks on the propagation of surface waves. An-

alytical models for this which predict attenuation and dispersion of surface waves

transmitted through simplified cases of crack fields have been developed by Zhang

and Achenbach [66] as well as Pecorari [67, 68]. Pecorari also presented a model

which showed that compressional residual stress would reduce the dispersion effect

caused by the crack field [69].

2.1.2 Surface waves for rail inspection

Early publications on surface waves used on rails date back to the 1970s and focussed

on the high frequency regime. As already mentioned above, Hall [34] measured

phase changes of transmitted signals in pitch-catch measurements to monitor crack

growth during fatigue testing. Relatively high frequencies (4.2 MHz) were utilised

to achieve short wavelengths and good signal separation, but signal interpretation

was very difficult.

Bray et al. [70, 71] and Hirao et al. [72] investigated the propagation of Rayleigh

waves in rails between about 0.4 to 3 MHz. Apart from the fundamental mode they
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also observed higher order Rayleigh (also called M21 or Sezawa) waves which they

explained by the presence of a cold worked top layer in the rail head of about 3-6 mm

thickness. These higher order waves were found to exist above frequencies of about

1 MHz and were proposed to be used for estimating the thickness and properties of

the cold worked layer as well as for rail stress measurements. Grewal [73] suggested

to utilise these waves for the detection of sub-surface defects, since they would be

less susceptible to surface roughness or imperfections.

Recent publications tend to use surface waves at lower frequencies since these have

a higher penetration depth and therefore can detect deeper defects. Armitage [27]

used a pitch-catch setup of gel-coupled piezoelectric transducers at 140 kHz and

measured the transmission of surface waves on a rail specimen containing gauge

corner cracking. He observed notches in the frequency spectrum in comparison to

that of an undamaged specimen which he claimed could be linked to the size of the

defects.

Kenderian et al. utilised broadband laser generation and air coupled detection

of Rayleigh waves for the detection of defects in the rail head [18] and the rail

base [19, 28]. The frequency bandwidth of the signal was between 0.3 and 2 MHz

and both transmitted and reflected signals were measured. Some problems they

encountered were e.g. the sensitivity of the air coupled transducer to stand-off

changes and the fact that the laser had to be used in the ablative regime in order to

achieve a sufficient signal-to-noise-ratio. Such a high power regime might damage the

rail surface, however, according to the authors the effect was found to be negligible.

Lanza di Scalea et al. deployed a probe setup similar to that of Kenderian et al.

for the sizing of defects in the railhead, the signal frequency being between 100 kHz

and 900 kHz [29]. They investigated both reflection and transmission from isolated

artificial straight cuts across the railhead and in the gauge corner. A statistical

approach using feature extraction and automatic pattern recognition algorithms

was utilised to analyse the data.

Dixon and co-workers used electromagnetic acoustic transducers (EMATs) for sur-
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Viktorov (experimental)

Vu et al. (experimental)

Achenbach (analytical)

Reinhardt (experimental)

d / λR

C
r

Figure 2.2: Transmission coefficient of a Rayleigh wave incident at a transverse de-

fect. Comparison of results of different authors, from Reference [47]. Dash-dot line: Vik-

torov [32]; dashed line: Reinhardt; solid line: Vu et al. [47], dash-dot-dot line: Achenbach

et al.

face wave excitation in rails at frequencies between 150 and 500 kHz [20,30,74,75].

They used a pitch catch set up and tested three specimens (one with an artificial

transverse notch across the railhead, one GCC specimen and another one containing

a vertical longitudinal defect). They utilised the frequency content of the transmit-

ted signals for defect sizing and report good agreement with an alternative test using

an alternating current potential drop (ACPD) method [20].

It is noteworthy that results obtained from real GCC specimens have apparently

not been verified by sectioning of specimens in any of these publications.

2.2 Approach in this work

The aim of this work was to develop a quick screening method to reliably detect

critical defects in the rail head, in particular cracks that have turned transversely
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d / λR

C
r

Mendelsohn et al. (analytical, ν = 0.33)

Viktorov (experimental, Duraluminium, probably ν = 0.34)

Vu et al. (experimental, Aluminium, ν = 0.34)

this work (FEM, Steel, ν = 0.29)

Figure 2.3: Reflection coefficient of a Rayleigh wave incident at a transverse defect.

Result from FEM simulations in this work (grey dashed line, see Appendix A) overlayed

on Figure 8 in Vu et al. [47] comparing experimental data in that paper (black solid line)

with analytical results by Mendelsohn et al. [43] (black dotted line) and experimental data

by Viktorov [32] (black dash-dot line).

downwards. Based on the preceding literature review on surface waves, there were

the following general options to approach the problem:

• Transmission coefficient measurements

– at low frequencies/large wavelengths: For small crack-depth-to-wavelength-

ratios d/λR, the transmission coefficient decreases monotonically with

d/λR, see Figure 2.2 taken from [47]. Amplitude measurements of the

transmitted wave packet or, using broadband excitation, the frequency

dependence of the transmission coefficient could be used for defect de-

tection. Inclined defects with complementary angles Θ and (180 ◦ − Θ)

cannot be distinguished [48], which could also be considered an advantage
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C
r

d / λR

Figure 2.4: Reflection coefficient of a Rayleigh wave incident at a transverse defect

in steel. Result from FEM simulations in this work (grey dashed line, see Appendix A)

overlayed on Figure 6 in Masserey et al. [35]. Analytical solution (based on Mendelsohn

et al. [43]) in the far field (solid line), analytical solution in the near field (solid points),

simulation with a slot (open points), simulation with crack model type 1 (triangles) and

type 2 (squares), and experimental data (crosses).

because of the simplified signal interpretation.

– at high frequencies/short wavelengths: The extended wave path and the

resulting phase delay caused by transmission through a defect for small

d/λR is proportional to the depth of a single defect. However, this method

is not suitable for multiple and branching defects and on rough surfaces.

A problem with transmission coefficient measurements in general is that a

pitch-catch signal itself does not contain any information on the number of

detected defects and their location. It is the distance between the probes

which defines the spatial resolution. Another issue is that variations of the

signal amplitude due to inconsistent excitation or reception, for example due

to changed surface conditions, may be falsely interpreted as defect indications.

• Reflection coefficient measurements

– at low frequencies/large wavelengths: The reflection coefficient has the
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tendency to increase with increasing d/λR up to d/λR ≈ 0.5, see the

comparison of some published data in Figure 2.3. As indicated by the

analytical model by Mendelsohn et al. [43] (see the dotted line in Fig-

ure 2.3), there appears to be a local minimum around d/λR ≈ 0.2. Finite

element simulations were carried out at the start of this project to verify

this behaviour for steel (see Appendix A) and the result was overlayed

(grey dashed line) on the comparison published in Reference [47], see Fig-

ure 2.3. The results qualitatively agree with the curves, however, note

that these are based on different material properties. Another comparison

with a figure published by Masserey et al. [35] who used the analytical

model of Mendelsohn et al. [43] and FD models for steel shows nearly

perfect agreement, see Figure 2.4. This non-monotonic behaviour of the

reflection coefficient could make precise sizing difficult, however it appears

still feasible to differentiate shallow from deep defects. Furthermore, the

reflection coefficient varies for different defect angles; complementary an-

gles do not have the same reflection coefficient [48].

– at high frequencies/short wavelengths: At high d/λR ratios the reflec-

tion coefficient oscillates with d/λR due to crack resonances. Again

this method does not appear suitable for multiple defects with complex

shapes.

In spite of the fact that these considerations are essentially based on the simplified

case of Rayleigh waves in plane strain conditions, they certainly helped to identify

the most promising approach for this project.

It became clear that any approach using high frequencies would not be suitable in an

environment with multiple defects and rough surfaces. At low frequencies (and low

d/λR), the transmission coefficient appears generally to be less complex than the re-

flection coefficient, and it seems likely that a deep defect would affect the frequency

content of the received signal similarly to a low pass filter. On the other hand the

separation of gauge corner cracks in rails is very small and multiple scattering would

lead to interference within the transmitted signal and an elongated signal tail. This
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would certainly complicate the frequency analysis and might lead to wrong inter-

pretation if signal gates are chosen incorrectly. Furthermore, the number of defects

would be unclear as well as their distribution between the transmitting and receiving

probes. In order to have a good spatial resolution, the probe spacing would need to

be small. This means that only small sections of rail would be screened with one

measurement with little overlap between these sections. A large number of measure-

ments would be necessary to cover the rail and only little signal redundancy would

be available to compensate for coupling changes. Signal transmission measurements

at low frequencies appeared therefore to be not well suited for this project either.

The measurement of the reflection coefficient in turn does provide information on

position, extent and number of defective areas. Furthermore, variations of the signal

amplitude (for example due to coupling changes) would only affect the ability to

correctly size a defect, but it would not cause a false defect indication for a detected

defect. Another advantage of measuring reflected signals is that the probe setup

itself does not limit the range covered from one inspection position. Since surface

waves can propagate several metres, it would be possible to gather redundant data

while scanning along the rail. If the surface condition did affect for example the

excitation of waves at certain measurement positions, then these sections would be

covered from other positions as well and hence no section would remain untested.

For all these reasons, amplitude measurements of reflected signals at low frequencies

were chosen as the approach to fulfill the aims of this project.

The penetration depth and therefore the wavelength of these surface waves had to

be chosen such that the reflection coefficient would be in the discussed range of

d/λR ≤ 0.5. In order to distinguish defects deeper than the critical depth of 5 mm

from shallow surface cracks, a penetration depth of at least 10 mm is needed. This

means that the frequency range has to be relatively low, i.e. around 250 kHz or less.

In this frequency range, there are several options for transduction and reception of

surface waves on rails:

• Laser generation combined with another non-contact method for detection (e.g.

air-coupled transducers [18, 19, 28, 29]). This wide-band non-contact method
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avoids the need of couplant, however standoff changes of the detectors can

affect the signal. Further problems are a low signal-to-noise ratio and the

need to use high power for generation which might damage the rail.

• EMATs. Another non-contact method which avoids the need for couplant at

the expense of low signal-to-noise ratio and sensitivity to standoff changes.

• Local immersion probe. This is an ultrasonic wedge method which can be

implemented into a wheel probe. Due to the use of piezo-electric transducers,

the signal-to-noise-ratio is very high and both narrow and wide-band signals

are possible. Since it is a contact method it might be affected by surface

damage. This problem would be overcome by gathering redundant data as

mentioned above. The measurement of the reflected signals can be performed

with a single probe in pulse-echo mode. Furthermore, the concept is very

similar to currently utilised ultrasonic inspection equipment which is why it

could be easily integrated into an existing system.

For the approach chosen in this work, i.e. measurement of reflected signal ampli-

tudes, the use of a local immersion probe was therefore selected as the best solution.

2.3 Summary

A brief literature review has been presented on surface waves utilised in the context

of NDT applications. The number of publications on this topic is vast, therefore

only a limited number of references with relevance for the work undertaken in this

thesis has been selected. Additionally, research carried out elsewhere regarding

the use of surface waves for rail inspection has been presented. Based on these two

overviews, the options available to approach the problem have been discussed. It was

decided to utilise a local immersion wheel probe and to measure the signals reflected

from defects, rather than performing transmission measurements. The signals would

need to be at fairly low frequencies around 250 kHz or lower to achieve the required
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penetration depth of more than 10 mm. There are a few potential drawbacks of this

approach:

• The probe requires contact with the rail surface.

• The behaviour of the reflection coefficient appears to be more complex than

that of the transmission coefficient.

However, these are outweighed by the following main benefits:

• The location of defects can be determined from the measured signal itself.

• Amplitude changes due to changed surface condition cannot falsely be inter-

preted as defects.

• The signals cover long sections of rail (several metres) from each measurement

position. Redundant data would ensure full coverage and could be used to

compensate coupling changes.

• A wheel probe could easily be integrated into existing inspection systems and

does not damage the rail surface.

The chosen approach appeared therefore to be the most promising for developing a

robust screening tool which could reliably detect critical defects in the railhead.
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Chapter 3

Surface waves in plates

3.1 Background

The chosen approach for surface wave inspection of railheads aimed at using low fre-

quency waves with wavelengths greater than 10 mm (see Section 2.2). This means

that the geometric dimensions of the rail head such as width, thickness and curvature

radii are of the same order of magnitude as the wavelength. It was therefore antici-

pated that the complex geometry would affect the properties of the surface waves.

The finite thickness of the railhead appeared to be an especially important para-

meter since Rayleigh waves strictly speaking are defined on an infinite half space.

The first step in this work was therefore to verify whether the chosen approach of

utilising low frequency surface waves could be used for defect sizing in plates with

the thickness of a railhead. Once the issues associated with the finite thickness were

sufficiently understood in plates, it would be much easier to move on to the more

complex structure which is the railhead.

Following a very brief review on guided waves and the associated terminology, the

properties of quasi-Rayleigh waves in plates will be briefly presented in this chapter,

as well as the implications for the applicability of the Rayleigh wave reflection coeffi-

cient. The subsequent sections deal with experiments performed for the verification

of these predictions and FEM simulations to investigate the encountered problems.
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3. Surface waves in plates

Lastly, the findings are summarised and conclusions for the project are drawn.

3.2 Surface waves and guided wave modes

In this thesis the term surface waves will be used as the general term to describe

waves in a body confined to a region close to the surface. Rayleigh waves will only

be used in the strict sense, i.e. for surface waves on an infinite half space. Surface

waves on waveguide structures (such as plates, pipes, rails) can be analysed using

modal analysis, see for example References [32, 76–78]. This approach is an advan-

tageous alternative to a field decomposition in terms of bulk waves and provides a

natural basis for analysing waveguide excitation and scattering problems. The total

field in a waveguide is thereby interpreted as a superposition of all guided wave

modes supported by the structure. These guided wave solutions are assumed to be

proportional to a propagation factor eikz, where the waveguide is aligned along the z

axis and k is the propagation constant or wavenumber. For real values of k (assum-

ing a non-lossy waveguide), the solutions are called propagating modes. Since these

modes are not attenuated and carry energy along the structure (theoretically over

an infinite distance), they are of special interest for inspection purposes. For purely

imaginary or complex values of k, the modal solutions are called non-propagating or

evanescent modes. Such modes form the near field around features and loads and

decay exponentially with distance. Wave modes which are confined to a region close

to the surface of the waveguide will be called surface (wave) modes in this thesis.

3.3 Quasi-Rayleigh waves

Lamb modes are propagating guided wave modes in free isotropic plates. In plates

with a sufficient thickness (at least twice the Rayleigh wavelength according to

Viktorov [32]) the combined excitation of the fundamental symmetrical and anti-

symmetrical Lamb modes A0 and S0 approximates to some extent a Rayleigh wave.

This is because each of the two modes has an either symmetric or anti-symmetric
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Figure 3.1: Phase velocity of A0 and S0 Lamb modes and quasi-Rayleigh wave in a steel

plate.

mode shape which essentially consists of a surface wave on each plate surface. In

the limit, as the frequency-thickness-product approaches infinity, the added fields of

A0 and S0 will cancel on side of the plate and add on the other, thus generating a

true Rayleigh wave on one surface of the plate [76].

For plates with finite thickness, the combined wave of A0 and S0 is called the quasi-

Rayleigh wave [32], coupled Rayleigh wave [79] or coupled surface wave [76,80]. The

last two names result from the fact that the field pattern of such a wave on one

surface of a plate has a residual amplitude on the opposite surface and therefore is

weakly coupled to it. Since the two modes have different wave numbers kA0 and kS0 ,

they shift in relative phase as they travel. After a propagation distance l, such that

(kS0 − kA0)l = π, (3.1)

the two modes will be in phase opposition and the field will correspond to a surface

wave on the opposite surface. Because of this beating of the two Lamb modes energy

will be transferred continually between the two surfaces with a transfer period of 2l.

While some authors suggest making use of this ’surface wave transfer’ for special
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plate.

NDT applications (see e.g. [79,80]), the phenomenon had to be avoided in this work.

It was crucial that A0 and S0 would have nearly identical mode shapes across one half

of the plate thickness and the same phase velocity such that they would appear as one

single surface wave. If their velocities differed slightly but not enough to separate the

signals, then their interference would lead to varying signal amplitudes depending

on the distance between defect and probe. If, in addition to this, their mode shapes

were slightly different, then the reflected and transmitted signal components of A0

and S0 would not be identical. The unknown contribution of each of the two modes

would make it very difficult to correctly interpret the varying signal amplitudes for

defect sizing.

As explained in Section 2.2, the aim was to achieve a surface wave penetration depth

into the material of at least 10 mm. The head thickness of standard rail types such

as UIC 60 and BS 113A is about 40 mm [8]. The frequency of the quasi-Rayleigh

wave had to be chosen to be as low as possible to achieve sufficient penetration,

but high enough to ensure very similar properties of A0 and S0. Phase and group

velocity dispersion curves obtained with the DISPERSE software [81] indicated the
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(combination of A0 and S0) in a 40 mm thick steel plate at 250 kHz.

frequency-thickness range around 10 MHzmm to be a reasonable choice for steel

plates, i.e. around 250 kHz for a 40 mm thick plate. At this frequency, A0 and S0

have nearly identical phase and group velocities, see Figures 3.1 and 3.2. Note also

that the distance l of a surface wave transfer to the opposite plate surface according

to (3.1) would be about 70 m in this case and therefore is not critical at all. In this

frequency-thickness range, the quasi-Rayleigh wave can be expected to be sensitive

to defects in a depth of up to approximately a third of the plate thickness. This can

be seen in Figure 3.3, which shows the combined in-plane and normal displacement

fields of the A0 and S0 modes in a 40 mm thick steel plate at a frequency of 250 kHz.

The combined displacement field of the two modes is practically identical to that of a

true Rayleigh wave at the same frequency, as confirmed by the DISPERSE software.

Therefore the reflection coefficient curve determined for a true Rayleigh wave (see

Figures 2.3 and 2.4) is applicable for quasi-Rayleigh waves in this frequency range.

In terms of the scattering behaviour it therefore seemed feasible to ignore the effect

of the finite plate thickness on the surface waves.
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3. Surface waves in plates

3.4 Experimental study of reflection from trans-

verse defects

The experimental study in this section was performed in order to investigate whether

detection and sizing of transverse defects was feasible with low frequency surface

waves in plates. It was necessary to verify that the scattering behaviour in the

chosen frequency range was the same as that of a true Rayleigh wave as suggested

in the previous section and to assess whether the finite thickness of the plates would

cause any other issues.

At this stage only isolated transverse defects were considered. It was decided to

perform the experiments with a robust method which could directly be applied to

multiple defects as well. Since spectral analysis is not reliable when the reflected

Rayleigh wave fields can not be separated from additional reflections due to edges

or multiple defects (see Blake and Bond [61]), the best option was to measure the

peak envelope of the incident and reflected signals. Provided the peak amplitude of

the incident wave is known and kept constant, then it would only be necessary to

measure the reflected signals, for example in a pulse-echo setup with a single probe.

3.4.1 Prediction of reflection ratio

Due to the finite bandwidth of the excitation the reflection ratio C̃r, i.e. the ratio

of the measured peak incident and reflected signal envelopes, would be slightly

different from the true reflection coefficient Cr. The dashed grey line in Figure 3.4

(see also Figures 2.3 and 2.4) shows the reflection coefficient Cr as a function of the

normalised defect depth (d/λR) for a true Rayleigh wave. It was determined using

FEM simulations, see Appendix A. The prediction of the reflection ratio C̃r for

the finite bandwidth signal (solid line in Figure 3.4) was generated in the following

way: first, the true reflection coefficient curve in Figure 3.4 was transformed into

a function of frequency by utilising the Rayleigh wave velocity and setting a fixed

notch depth. This was then used to weight the amplitude spectrum of the excitation
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Figure 3.4: Grey dashed line: reflection coefficient of a true Rayleigh wave for transverse

defects of depth d normalised to wavelength λR (from FEM simulations in Appendix A,

see also Figures 2.3 and 2.4). Solid line: prediction of the reflection ratio that would

be measured with a finite bandwidth signal (250 kHz, 5 cycle tone burst), defect depth d

normalised to λR at the centre frequency.

signal (a 5 cycle Hanning windowed toneburst at 250 kHz). Note that, for simplicity,

the phase of the spectral reflection coefficient was assumed to be constant rather

than frequency dependent; the true phase spectrum of the reflection coefficient can

be found e.g. in [56]. Subsequently, the inverse Fourier transform of the product

gave an approximation of the reflected wave in the time domain. The predicted

reflection ratio was calculated as the ratio of the signal envelope peaks of the reflected

and the incident wave. Sweeping through a number of different defect depths and

normalising them to the wavelength of the toneburst centre frequency finally led to

the solid curve for C̃r in Figure 3.4. This could then be used for the immediate

interpretation of experimental results. A second curve was generated for a centre

frequency of 300 kHz, but found to be nearly identical with that at 250 kHz. Thus,

only one curve was used for both frequencies for comparison with the experimental

results.
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3. Surface waves in plates

3.4.2 Experimental Method

Seven mild steel plates served as test specimens and were chosen to have a thickness

of 38 mm (1.5”), thus approximating the thickness of a railhead. They were 300 mm

long and 140 mm wide, the width being the limit that could be processed by the spark

erosion machine used for machining a transverse EDM-notch (Electrical Discharge

Machining) of depth d (1 mm to 7 mm) into each specimen over the whole plate

width. Each of these notches had a width of about 0.3 mm and a round tip with

a diameter of the same value. The density of the mild steel was measured to be

ρ = 7760 kg/m3. Young’s modulus (E = 210 GPa) and Poisson’s ratio (ν = 0.287)

were calculated from measurements of the longitudinal and the shear wave velocity

(cl = 5.93 m/ms, cs = 3.24 m/ms).

The excitation of quasi-Rayleigh waves on the surface of the specimens was realised

by using a local immersion method (see e.g. [82]). It is an implementation of the

coincidence principle which applies a load distribution on the surface of a solid

through impingement of bulk waves at a certain angle ϕ such that waves with a

corresponding wavelength are excited in the solid. According to Snell’s Law, the

angle ϕ is given by

sin ϕ =
λw

λR

=
cw

cR

, (3.2)

where λw is the wavelength and cw the bulk velocity in the coupling material (here:

water), λR is the wavelength and cR the velocity of the wave to be excited (here:

the quasi-Rayleigh wave). In this case, for the coupling medium water with cw =

1.5 m/ms and a Rayleigh wave velocity cR in steel of approximately cR = 3 m/ms,

this results in ϕ = 30◦.

A schematic of the local immersion probe used for the experiments is shown in

Figure 3.5. It consisted of a broadband immersion transducer (Imasonic 4052 A

101) with a centre frequency of 250 kHz, placed in a water-filled angled aluminium

casing. In order to damp internal signal reflections that reverberate in the water

column, the casing was coated with 10 mm thick sheets of ultrasonically absorbent

rubber (NPL Aptflex F28). The latter matches the acoustic impedance of water
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Figure 3.5: Angled local immersion probe (cross-section).

and features a transmission loss of approximately 3 dB mm−1 MHz−1 [83]. The

problem of leakage or even the need to drain and refill the probe when changing its

position (e.g. for scanning) was overcome by using a closed casing with a contact

patch at the bottom. This consisted of a cellophane membrane and an O-ring seal

with a diameter of 25 mm that defined the contact area and therefore ensured

reproducible results. The O-ring seal also limited the contact area in order to avoid

energy leakage of the excited surface wave into the water column. The effect of the

cellophane membrane on acoustic signals at the frequencies used here (150-350 kHz)

is negligible. However, the contact area had to be slightly wetted to provide good

coupling between the membrane and the specimen surface.

During the experiments the local immersion probe was placed in the centre of the

specimen width at a distance of 140 mm from each notch respectively, see Figure 3.6.

An additional mass was fixed to the probe to ensure an upright and stable position.

The excitation signal sent to the transducer was a 5 cycle Hanning windowed tone

burst generated by a ”Macro Design WaveMaker-Duet”. Two sets of measurements

were performed on each specimen: one at a centre frequency of 250 kHz and a second

at 300 kHz. Using two different frequencies was advantageous to obtain more points
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Figure 3.6: Experimental setup.

for the reflection ratio curves at different normalised defect depths. Instead of using

the pulse-echo method, the out-of-plane velocity fields of waves incident on and re-

flected back from the notch were measured with a laser vibrometer (Polytech OVF

512). Each set of measurements consisted of 21 laser signals captured at equidistant

points along a line between the probe and the notch, the distance from the notch

being 45-105 mm (3 mm spacing). By measuring with this non-contact method

at several positions between transducer and notch it was possible to determine the

beam spreading of the probe and eliminate its effect on the results. This was neces-

sary to compare the experimental results with the prediction in Section 3.4.1 which

assumed plane wave propagation. The reason for measuring velocities instead of

displacements was the better signal-to-noise-ratio of the velocity decoder at the fre-

quencies used here. The received signals were captured in a digital oscilloscope and

passed to a PC for processing.

3.4.3 Results

Figure 3.7 shows a typical example of a signal measured with the laser vibrometer.

By applying the Hilbert transform and taking the modulus of the so-called analytic
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and wave paths for different signals (frequency-thickness about 10 MHzmm).
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signal [84], the envelope of the measured signal was generated. In Figure 3.8, the

signal envelopes of all laser positions measured on one specimen are shown as a single

B-scan type plot. Note that the linear greyscale does not represent the full dynamic

range, i.e. the incident wave signal (labelled ”1”) appears to be ”clipped”. In all

measurements not only the incident wave signal and the reflection from the notch

were observed, but also distinct signals following the reflection from the notch, see

Figures 3.7 and 3.8. The wave paths of these signals are illustrated in Figure 3.8:

Signal number ”1” corresponds to the incident wave, number ”2” is the notch re-

flection and the arrival labelled ”4” is the reflection from the end of the plate. The

unexpected signal ”3” was identified as a mode conversion that the transmitted

part of the surface wave exhibits when reaching the tip of the notch: the surface

wave is converted into a shear bulk wave which propagates to the bottom of the

specimen. From there, it is reflected back to the notch, is partially converted into

a surface wave again and finally propagates back along the specimen surface (see

Figure 3.8). Another part of the signal may be reflected as a shear wave to the

bottom of the plate and from there back to the notch again etc. Further repetition

of this conversion and scattering process leads to further surface wave echoes with

decaying amplitudes which might wrongly be interpreted as reflections from several

defects. The phenomenon of the bottom reflection is also mentioned by Blake and

Bond [61] and Kim and Rokhlin [64]. However, this appears to be a particular issue

in plates with transverse defects because of the parallel plate surfaces and the right

angles formed with the notch. In order to avoid overlapping of the direct reflection

from the notch and the first bottom reflection for a given plate thickness, the wave

packet has to be sufficiently short, i.e. the centre frequency has to be chosen to be

high enough with a small number of cycles. In this case, for a plate thickness of

38 mm and a 5 cycle Hanning windowed tone burst at centre frequencies of 250 and

300 kHz, the separation was sufficient.

In order to determine the reflection ratio C̃r for a given notch depth and signal

centre frequency, the envelope peaks nearest to the expected arrival times of the

incident and reflected waves were plotted for a set of measurements against their

respective propagated distance x from the local immersion probe, see the example in
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between probe and notch.

Figure 3.9. In the case of the reflection from the notch this distance is the sum of the

distances between probe and notch and between notch and measurement position of

the laser interferometer. Due to the divergence of the beam emitted by the source,

the Rayleigh wave amplitude AR decays with distance

AR =
A0√
kRx

, (3.3)

where A0 is a constant factor, kR the wave number of the Rayleigh wave and x

the distance from the source [32]. Curves assuming this relation were fitted to the

incident and the reflected wave data respectively using the least squares method and

show good agreement, see Figure 3.9. The signal attenuation due to beam spreading

was therefore compensated by multiplying each incident and reflected envelope peak

with the corresponding factor 1/
√

x before calculating the reflection ratio C̃r.

An important observation in all experiments was that the amplitudes of both inci-

dent and reflected waves exhibited modulation in space. This can clearly be seen for

the incident wave in the example in Figure 3.9. For the case of the reflection from

the notch this is more obvious in Figure 3.8. Since the amplitude variation was not

random but followed a consistent pattern, it appeared to be an interference phe-

nomenon rather than random noise. Apparently not only quasi-Rayleigh waves, but
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additional guided wave modes with similar propagation velocities were present in the

measured signals. (When utilising the approach of decomposition into bulk waves

rather than modal analysis, then this phenomenon can alternatively explained with

the unwanted excitation of bulk waves and their reflections from the boundaries.

However, that approach can be very cumbersome for complex waveguides.) In order

to reduce the effect of coherent noise, the average reflection ratio was determined

for each set of vibrometer measurements.

The results for the reflection ratios as a function of the notch depth normalised

to the wavelength are displayed in Figure 3.10. The average reflection ratios from

measurements taken with a centre frequency of 250 kHz are indicated with squares,

and values for 300 kHz are marked with triangles. The error bars shown represent the

standard deviation for a set of measurements and illustrate the substantial variation

of both incident and reflected wave amplitudes. The average reflection ratio obtained

experimentally increases more or less monotonically with increasing defect depth for

a notch depth to wavelength ratio smaller than 0.5. This was a promising result for

inspection purposes. However, when comparing these measurements to the predicted
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reflection ratio C̃r from section 3.4.1 (shown as the solid curve, found to be applicable

for both 250 and 300 kHz), it turns out that the experimental values only broadly

follow the trend of the prediction. The experimental values are consistently higher

than the prediction for d/λR greater than 0.25. Furthermore, the measured results

for a normalised notch depth d/λR below 0.25 are lower than the prediction and do

not exhibit a distinct local maximum. These discrepancies appeared to be related to

the problem of coherent noise and were investigated further using FEM simulations.

3.5 Finite Element Simulations

3.5.1 Models

The Finite Element Simulations presented in this section were performed to under-

stand the discrepancy between predicted and measured reflection ratio as well as

the amplitude variations of the quasi-Rayleigh waves encountered during the ex-

periments, see section 3.4.3. As these variations were found not only for reflected

but also for incident waves, it was assumed that they were caused by the chosen

excitation method.

The FEM simulations to address these issues were performed with the software

package ABAQUS using its time marching Explicit solver. The finite element models

were 2-dimensional, i.e. plane wave propagation was assumed and the effect of beam

spreading was therefore not considered. The mesh of all models consisted of square

elements with 0.5 mm side length to ensure a sufficient spatial resolution. The

following three types of models were investigated:

(a) Exact mode shape method and transverse defects. Seven models of plates with

transverse defects of varying depth d (1-7 mm) were generated matching all

properties and dimensions of the experimental specimens (see Figure 3.11a).

The defects were modelled by disconnecting elements. Quasi-Rayleigh waves

were excited at one end of the specimen using the ”exact mode shape method”
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Figure 3.11: Sketches of utilised FEM models: (a) exact mode shape method and trans-

verse defects, (b) finite wedge transducer and transverse defects, (c) finite wedge transducer

on long plate without defects. All dimensions in mm.

(see e.g. Reference [85]). Firstly, for all frequencies of the finite bandwidth

excitation (5 cycle Hanning windowed toneburst at 250 kHz) with significant

amplitudes, the power normalised displacement profiles of the Lamb modes A0

and S0 were determined using DISPERSE [81] and summed to form a quasi-

Rayleigh wave. Secondly, the discrete frequency components of the signal

were multiplied by the appropriate displacement profiles and finally summed

up, thus generating a frequency spectrum for both spatial directions at each

node of the plate end face (or rather end line in this 2-dimensional model).

Thirdly, an inverse Fourier transform was performed on all spectra to ob-

tain time domain signals for each excitation node which could be applied as

input displacement-time functions in the FE model. The advantage of this

method was that only the desired quasi-Rayleigh wave was excited and un-

wanted modes could therefore only occur in the reflected signal. The incident
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3. Surface waves in plates

and reflected signals were monitored in the FE models at locations corre-

sponding to the laser vibrometer measurements in the experiments. From the

monitored signals the reflection ratios were calculated in exactly the same way

as for the experiments (except for the beam spreading compensation).

(b) Finite wedge transducer and transverse defects. Apart from the excitation,

these models and the signal processing of the results were identical to the

previous ones (see Figure 3.11b). However, the excitation was realised using

a distributed load on a 25 mm long region of the plate. The excitation force

at each node was phase shifted such that the effect was the same as that of a

plane incident wave in water impinging at an angle of 30◦ on the plate surface

(note: since the water was not modelled, leakage into the fluid was not taken

into account). By doing this, the probe was modelled as a plane wave weighted

with a rectangular spatial window with the dimensions of the probe used in

the experiments. It was therefore possible to study the effect of unwanted

modes excited by the finite length transducer. The excitation signal was again

a 5 cycle Hanning windowed toneburst at 250 kHz.

(c) Finite wedge transducer on long plate without defects. In this model, a 1 m

long steel plate with the same thickness as the models before (38 mm) but

without defects was considered (see Figure 3.11c). The excitation was again

the same finite wedge transducer as for model type ”b”. This model was used

to determine the modal content of the excited signal using a 2-dimensional

Fourier transform (2D-FFT) [86, 87]. The latter was applied to the out-of-

plane-displacement of the signals which were monitored along the surface at

256 points with 2.5 mm spacing. The significantly greater length of the plate

model compared to those discussed before was necessary to achieve sufficient

separation of the modes in the 2D-FFT. This requirement was also the reason

why such a measurement was not performed experimentally: the available

specimens would have been too short.
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Figure 3.12: Comparison of predicted and experimentally measured reflection ratios with

model type ”a” FE simulations (exact mode shape excitation). Markers denote average

reflection ratio, error bars indicate standard deviation.

3.5.2 Results

Figure 3.12 compares the quasi-Rayleigh reflection ratios obtained from the FEM

simulations of model type ”a” using exact mode shape excitation (white squares)

with the experimental results (black squares) and the prediction for a Rayleigh

wave (solid line), see also Figure 3.10. As discussed above, the exact mode shape

excitation method ensured that only quasi-Rayleigh waves were excited and the

incident wave signal was therefore found to be constant for all monitoring points.

The reflected signal, however, exhibited amplitude variations indicating the presence

of several modes due to mode conversion at the defect. The reflection ratio therefore

varied for different monitoring points in one model. The standard deviation of this

variation is similar to that of the experimental results as indicated by the error

bars in Figure 3.12. Nevertheless, the average reflection ratios of the type ”a” FE

model agree very well with the theoretical Rayleigh wave prediction and less well

with the experimental results. Apparently, the simple averaging of the reflection

ratios obtained for different monitoring positions in that FE model was sufficient to

remove the effect of unwanted modes in the reflected signal. The divergence of the
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Figure 3.13: Comparison of predicted and experimentally measured reflection ratios with

model type ”b” FE simulations (finite wedge transducer). Markers denote average reflec-

tion ratio, error bars indicate standard deviation.

experimental results was therefore unlikely to be caused only by multiple modes in

the reflected signals.

In Figure 3.13, the results from the FEM simulations with model type ”b” (white

circles) are compared to experimental results (black squares) and the prediction for a

Rayleigh wave (solid line). The excitation in these models was realised with a finite

length wedge transducer which would not necessarily only excite quasi-Rayleigh

waves. This explains why both incident and reflected waves were found to exhibit

amplitude variations along the monitoring positions, very similar to those observed

experimentally. In fact, the average reflection ratios of the FEM simulations with

model type ”b” agree well with the experimental results for normalised notch-depths

d/λR larger than 0.25. The standard deviation indicated by the error bars is similar,

too. Therefore the validity of the model within that range of defect depths was

confirmed. The discrepancy for smaller notch depths is likely to be caused by the

finite width of the notch with respect to its depth in the experimental specimens

as opposed to the sharp cut used in the simulations (see for example Blake and

Bond [60,61] for a discussion on the influence of the notch depth and width on the
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Figure 3.14: Normalised modulus of 2D-FFT of simulation data from FE model type

”c”. The excited Lamb modes are labelled.

reflection coefficient). The important thing to note is that for the case of the finite

wedge transducer, the averaging of the measured reflection ratios did not sufficiently

remove the effect of unwanted modes.

The third type of FEM simulation was performed to establish which unwanted types

of modes were present in the signals excited by the finite length transducer. For

this purpose, a 2D-FFT was applied to the monitored signals. Figure 3.14 shows

the normalised modulus of the 2D-FFT in greyscale versus the temporal and spatial

frequency. (Note that the term spatial frequency is used in this thesis for the term

k
2π

). The excited modes were identified by overlaying dispersion curves of Lamb

modes and are labelled accordingly. It can clearly be seen that most of the energy is

carried by the modes A0 and S0, which form the quasi-Rayleigh wave. However, even

higher order modes, such as A1, S1, A2 and S4, are excited at significant amplitudes.

This explains the amplitude modulation which was encountered in the simulations

as well as in the experimental data. Furthermore, this proves that the modulation

was caused by the excitation of propagating modes and that it was not a nearfield
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Figure 3.15: Transmitter sensitivity B(ω) of a plane wave incident at 30 ◦ weighted with

a 25 mm long rectangular spatial window in order to model a finite wedge transducer. The

sensitivity is additionally weighted with the amplitude A(ω) of a 5 cycle Hanning windowed

toneburst at 250 kHz. Overlaid dispersion curves of a 38 mm thick steel plate.

artefact.

The reason for the relatively inefficient excitation of the quasi-Rayleigh wave be-

comes clear when determining the transmitter sensitivity of the utilised source. For

the model of the finite wedge transducer used in the FE simulation (represented by

a plane wave weighted with a rectangular spatial window), this can be done analyt-

ically. In this thesis a simplified approach is utilised, which only considers the effect

of the surface loading as a spatial window, see Appendix B. (For a more rigorous

analytical approach to directly compute the vibration field excited by a finite stress

load on the surface of a solid refer for example to Miller and Pursey [88].) Based

on the simple considerations in Appendix B, the transmitter sensitivity B(ω, k) for

such a source of length L (here L = 25 mm) can then be expressed as

B(ω, k) = sinc

[
L

2

(
sin ϕ

cw

ω − k

)]
· L. (3.4)

The normalised modulus of B for this case weighted with the amplitude A(ω) of
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3. Surface waves in plates

the utilised narrow-band signal is displayed in Figure 3.15 as a greyscale plot in the

2-dimensional frequency domain. It shows the presence of a main excitation region

in the centre and a number of side lobes around it, the latter being due to a Hanning

window in the time and rectangular window in the spatial domain. The regions are

tilted depending on the wedge angle ϕ, see (3.4). The overlaid dispersion curves of

the relevant Lamb modes for a 38 mm thick steel illustrate the lack of selectivity of

the probe and explain the observed modes in Figure 3.14. However, the extent to

which a guided wave mode is actually excited in these regions depends additionally

on its excitability (see [89]). For the plate thickness in this case, most of the modes

located in the excited range appear to be easily excitable in the frequency range of

interest, see Figure 3.14. Only a larger transducer with a significantly longer contact

patch of about 200 mm would lead to a sufficiently narrow wave number bandwidth

and hence less excitation of higher order modes. Note that this is not only an issue

of the probe type utilised here; this issue is independent from the type of excitation,

i.e. it also applies to laser, EMATs etc. Since it was planned to use a wheel probe

for the excitation at a later stage of the project with a limited contact area, this

issue of mode selectivity would need further consideration.

3.6 Summary

In this chapter, the scattering of quasi-Rayleigh waves in plates with transverse

notches at a frequency-thickness of 10 Mhzmm was investigated. This was a first

step to test the viability of low frequency surface wave testing on structures with

finite thickness. In order to develop an experimental method which could be used

on specimens with multiple defects, it was decided to analyse the peak amplitude of

the reflected signal rather than utilising spectral methods. A local immersion probe

was built for the excitation that could be used also for reception in pulse-echo mode

at a later stage. In order to verify the FEM based prediction for the reflection ratio,

it was necessary to eliminate the effect of beam spreading. For this reason a laser

vibrometer was used to measure both the incident and the reflected wave signals.
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3. Surface waves in plates

One issue observed in the measured signals was the occurrence of multiple signals

caused by plate bottom reflections which might wrongly be interpreted as reflections

from several defects. However, this appears to be a particular issue in plates with

transverse defects because of the parallel plate surfaces and the right angles formed

with the notch. In more complex structures (like for example rails) with curved

surfaces and angled defects this might be less of an issue.

The average reflection ratio obtained experimentally was found to increase more or

less monotonically with increasing defect depth for a notch depth to wavelength ratio

smaller than 0.5. This was a promising result for inspection purposes. However,

the finite length of the probe severely limited its mode selectivity. This led to

the excitation of multiple modes which complicated the signal interpretation and

resulted in discrepancies between predictions and measurements. It was shown that

calculating the mean of several reflection ratios measured at different locations on

the specimen would not sufficiently remove the effect of unwanted modes. The

danger of unknown modal content of the signals is wrong interpretation and therefore

potentially under- or overestimation of defect severity. One way of overcoming this

issue would be to utilise a very long probe, i.e. with a large dimension in the direction

of wave propagation. However, the required length for a sufficient selectivity in

thick plates would be around 200 mm which would be challenging for any type of

excitation method. At a later stage of this project it was planned to use a wheel

probe for the surface wave excitation which can of course only provide a limited

contact patch, comparable to the size used in the experiments and simulations in

this chapter. It appeared therefore that the large wave number bandwidth and the

resulting excitation of higher modes had to be accepted at this stage. The next step

in the project was to investigate to what extent the excitation of multiple modes

would also be an issue on rails.
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Chapter 4

Surface wave modes in rails

4.1 Background

In order to detect critical defects in the railhead and distinguish them from shallow,

tolerable ones, it is advantageous to utilise low frequency surface waves with a

penetration depth of at least 10 mm. Maximising the penetration depth also reduces

the sensitivity to non-critical features at the rail surface which otherwise might

complicate signal interpretation. The wavelength of such low frequency surface

waves is of the same order of magnitude as the width, the thickness and some

radii of the rail cross section so that the influence of the wave guide geometry

cannot be neglected. Surface waves on various other types of wave guides have been

extensively investigated in the context of Surface Acoustic Wave (SAW) devices,

see for example Lagasse [36], Oliner [37, 38] and Krylov [39, 40]. However, these

studies cannot be directly applied to establish a frequency range for low frequency

surface wave inspection of rails. Furthermore, knowledge about similar wave modes

is vital to understand problems arising from multiple-mode excitation such as those

encountered in Chapter 3 for the case of surface waves in thick plates. Complex

signals caused by interference can lead to wrong interpretation when considered as

a single Rayleigh wave arrival rather than a superposition of multiple surface wave

modes. This issue has not been addressed in other publications on surface waves in
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4. Surface wave modes in rails

rails such as References [18–20,27–30,74,75]. Finally, it was necessary to determine

how the propagation and the mode shapes are affected by cross-section changes due

to wear.

In this chapter, the characteristics of surface modes in rails are therefore investigated

in detail and the implications for rail inspection are discussed. First, experimental

results which demonstrated the presence of multiple surface modes are presented.

The subsequent section explains how the different modes were identified using FE

simulations. There then follows a discussion of the properties of surface wave modes

such as strain energy distributions and group velocities and their implications for

rail inspection. Finally, a FE technique is presented which was used to verify the

surface wave mode shapes.

4.2 The problem of multiple mode excitation

The concurrent existence of multiple surface wave modes in rails and their interfer-

ing behaviour was demonstrated with a very simple experiment. The idea was to

excite surface waves using a standard setup and monitor the wave amplitude during

propagation along the rail.

In the experimental setup used here, a local immersion probe angled at the Rayleigh

wave angle (30◦) was located centrally on the top surface of a BS113A type rail (see

Figure 4.1). The probe was very similar to that used in Chapter 3, the only difference

being that it was sealed at the bottom with a rectangular 5 mm thick rubber contact

patch which matched the impedance of water. This was an improvement on the

previous version in terms of robustness. Again, a few drops of water were sufficient

to ensure good coupling between the 20 mm wide, 25 mm long contact patch and the

rail surface. All measurements were carried out using a 5 cycle Hanning windowed

tone burst with a centre frequency of 250 kHz. The excited and scattered wave

fields in the rail were determined by moving a single-point laser vibrometer to 205

positions with 3 mm spacing along the centreline of the rail and measuring the

velocity component normal to the rail surface.
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Figure 4.1: Experimental setup for studying surface wave propagation in rail (only rail

head and top of web shown).
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Figure 4.2: B-scan plot of signal envelopes from vibrometer scan on rail.
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Figure 4.3: Maximum of surface wave envelope as a function of the distance between

probe and vibrometer.

Figure 4.2 shows the envelopes of the acquired signals in a B-scan type plot. Both the

incident signal and the reflection from the end of the rail are indicated. Unsurpris-

ingly, the latter appears to be very complex due to scattering and mode conversion

at the end of the rail and obviously contains a multitude of different interfering sig-

nals which result in varying amplitudes along the rail. However, it can also be seen

that even the incident wave is not a clearly defined wave packet. The amplitude of

the incident wave is heavily modulated in space and does not decay gradually like

a single pure Rayleigh wave would due to beam spreading. This is shown clearly

in Figure 4.3, in which the signal envelope peaks nearest to the expected arrival

time of the incident wave are presented as a function of the distance between the

probe and the vibrometer position. This plot is essentially a section of the B-scan

in Figure 4.2 along the white dashed line (note that values closer than 100 mm to

the end of the rail are not shown to avoid near field effects). Since the number

of measurement points was very large (about 180) and the modulation was very

consistent, the latter had to be caused by the interference of multiple wave modes

rather than random noise. Different modes will have slightly different wavelengths
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Figure 4.4: Normalised modulus of 2D-FFT performed on centerline scan.

and velocities and therefore cause the observed irregular pattern of constructive and

destructive interference.

This was confirmed further by applying a two-dimensional fast Fourier transform

(2D-FFT) to the data obtained from the vibrometer scan (The 2D-FFT was carried

out on the raw RF data, rather than the envelope shown in Figure 4.2). The

normalised modulus of the result is plotted as a greyscale against the spatial and

temporal frequency in Figure 4.4. The grey patches correspond to different modes

which are present in the signal and exhibit different dispersion relations between

wave number and frequency. Due to resolution limits the regions overlap, so that it

is not clear exactly how many modes are present.

The results clearly illustrate that the Rayleigh wave probe excited a large number

of modes in the rail with different phase and group velocities, which explains the

interference phenomenon of the incident wave in Figures 4.2 and 4.3. Thus, any

surface wave arrival at such low frequencies can potentially be an interfering group

of guided wave modes in the rail cross section, rather than a single Rayleigh wave.
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4. Surface wave modes in rails

4.3 Identification of surface wave modes

Having established the fact of multiple mode excitation, it was necessary to identify

the mode shapes and dispersion curves of the relevant surface wave modes. These

characteristics provide crucial information for choosing guided wave modes suitable

for inspection purposes and optimising their excitation.

4.3.1 Dispersion curves of guided wave modes in rails

The exact analytical analysis of wave propagation characteristics is only possible

for wave guides with simple cross-sections such as cylinders [90], ellipses [91] and

rectangles with certain ratios of width to depth [92]. Under certain conditions it is

possible to develop asymptotic analytical solutions for rods of arbitrary cross-section,

for example for short wavelength high frequency surface waves [39,40,93–96] and long

wavelength low frequency waves [93]. However, in order to obtain dispersion curves

over a wide range of frequencies and wave numbers it is necessary to use numerical

methods. Nigro [97] utilised the variational method of Ritz for bars with rectangular

cross-section. Fraser [98, 99] obtained dispersion curves for bars with rectangular

and elliptical cross-section using the method of collocation. Elliptical and truncated

elliptical cross-sections were investigated by Nagaya [100] using a Fourier expansion

collocation method. Lagasse [36] developed a semi-analytical finite element (FE)

technique to calculate dispersion curves for topographic wave guides of arbitrary

cross-section used for SAW devices. Recently, an alternative approach for guided

wave modes in bars using boundary element analysis was presented by Gunawan

and Hirose [101].

Gavrić was the first to employ a FE method to calculate dispersion curves and

mode shapes for rails (up to a frequency of 6 kHz) [102]. This method was adapted

by Wilcox et al. for the use of standard FE software [89] and applied to rails for

frequencies up to 50 kHz [23]. Similar FE methods were proposed for example by

Gry [103], Hayashi et al. [104, 105] and Damljanović and Weaver [106], the latter
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Figure 4.5: Finite element meshes for generation of dispersion curves and mode shapes:

(a) new rail, (b) extremely worn rail (grey area indicates removed part of cross section,

dimensions in mm).

even allowing for non-propagating modes. Bartoli et al. [107] extended the semi-

analytical FE technique to allow for viscoelastic material damping and applied it to

rails. In all these publications, guided wave propagation in rails has been analysed

at relatively low frequencies (≤ 100 kHz) and surface wave modes have not been

discussed.

In this work, the method described by Wilcox et al. [89] was applied. Its basic con-

cept is to consider a ring with very large diameter instead of a straight waveguide.

This can be modelled using only a 2-dimensional (2D) mesh and boundary condi-

tions for cyclic symmetry which are often provided by standard FE software (in

this case FINEL/FE77 [108]). For a given cyclic order, the code generates a chosen

number of eigenfrequencies and eigenvectors, i.e. the vibration solutions of standing

waves in the ring. Each of these can then be decomposed into two identical propa-

gating waves travelling in opposite directions. The cyclic order of the standing wave

corresponds therefore to the number of wavelengths of a guided wave mode around

the ring, with the eigenvector being its displacement distribution or mode shape at

the corresponding (eigen-)frequency.

Cross-sections of both new and extremely worn UIC60/CEN60E1 rails were consid-

ered, see Figure 4.5. The material properties for steel were assumed to be Young’s

modulus E = 210 GPa, Poisson’s ratio ν = 0.287 and density ρ = 7760 kg/m3 (see
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Figure 4.6: Modelling of the rail waveguide as a ring with large radius (dimensions not

to scale).

Section 3.4.2). The worn rail was assumed to have 5 mm vertical head loss and

9 mm lateral head loss at the gauge corner (measured 14 mm below the top of the

worn railhead), which is close to the tolerated limits in the UK [109]. For the correct

computation of mode shapes at higher frequencies it was necessary to set up fairly

fine FE meshes. They consisted of about 4100 (3300 for the worn rail) linear 4-node

elements with a side length of approximately 1 mm. In order to overcome computer

memory limitations, reduce computation time and avoid solutions which are not

relevant for railhead inspection (e.g. modes that are confined to the rail foot) only

the upper half of the rail cross section was modelled (see Figure 4.5). As long as the

strain energy density of a mode is negligibly low at this artificially introduced free

boundary, the mode shape and propagation characteristics can be considered to be

identical to those of the full rail section.

In order to avoid slightly asymmetric mode shapes at low frequencies due to curva-

ture effects, the symmetry axis of the ring was chosen to be perpendicular to the

symmetry axis of the rail section, see Figure 4.6. Restrictions in the FE software

limited the model radius to 80 m which is 100 times larger than the width of the ring

cross section. Concerns regarding unwanted effects of curvature on the mode shapes

are addressed in Section 4.5, where it is shown that the results are not affected at

all above 120 kHz.

Figure 4.7 shows the dispersion curves for the first 100 propagating modes of the
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Figure 4.7: Dispersion curves of the first 100 propagating modes of the FE model for the

new rail.

new rail model (Figure 4.5a), the highest cutoff frequency being at about 180 kHz.

Not all these modes are relevant in the context of railhead inspection, therefore the

extraction of relevant surface wave modes is discussed in the following section.

4.3.2 Extraction of relevant surface wave modes

Surface wave modes can be identified within the large number of possible guided

wave modes by comparing how efficiently they are excited by a probe located on

the surface. Since the local immersion probe described in Section 4.2 applies a

symmetric stress field normal to the rail surface, a reasonable first approximation

for such a source is a single point force normal to the centre of the rail surface. In

that case, the normal displacement at the excitation point is proportional to the

applied force. According to Wilcox et al. [89,110], the proportionality factor can be

defined as the excitability Ẽ:

Ẽ ∝ u2f , (4.1)
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4. Surface wave modes in rails

where f is the frequency and u is the displacement in the power normalised dis-

placement mode shape at the location and direction of the applied force.

By calculating excitability values for all modes over a range of frequencies (here

between 190 kHz and 300 kHz) and comparing their maximum values, the seven most

significant symmetric surface wave modes of the new rail section (Figure 4.5a) were

identified (”Symmetric” refers to the vertical displacement field being symmetric

with respect to the plane of symmetry of the cross-section). For simplicity they will

be referred to in the following as SSn (n = 1, ..., 7).

The same procedure was applied to identify antisymmetric surface modes (ASn)

of the new rail, based on excitability values for a single point force 10 mm off the

centre line, and the surface modes WSn of the worn rail (cross-section shown in

Figure 4.5b).

4.3.3 Comparison of dispersion curves with experiment

To verify the modelling and surface wave mode extraction procedure, the dispersion

curves of SSn (n=1,...,7) were superimposed on the experimental data presented

before (see Figure 4.4). As Figure 4.8 shows, the dispersion curves match very well

the grey areas of the 2D-FFT, thus confirming the validity of the model and the

identified modes. The dispersion curves of SS 1 to SS 4 are located closely together

within the dominant region in the 2D-FFT plot. Their influence cannot be separated

due to resolution limits but they all seem to be significantly present in the excited

signal. SS 5 appears to be present at frequencies above about 220 kHz, SS 6 mainly

below that frequency, whereas SS 7 contributes over the whole bandwidth of the

excitation signal. The additional grey areas in the 2D-FFT plot correspond to

higher order modes. Since standard material properties have been assumed in the

FE model, there is a slight mismatch to the rail steel properties in the experiment.

For this reason, the group velocity of all surface modes shown, i.e. the slope of their

dispersion curves in Figure 4.8, appears to be marginally (about 1%) different from

the experimental 2D-FFT data.
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Figure 4.8: Dispersion curves of the 7 most significant symmetric surface modes super-

imposed on 2D-FFT of experimental data (magnified section of Figure 4.4).

4.4 Strain energy distributions and group veloci-

ties of surface wave modes

In order to assess the suitability of the identified surface wave modes for inspection

purposes, it was necessary to analyse their strain energy densities and group velocity

dispersion curves. The average strain energy density uS allows us to determine in

which areas of the cross-section a mode is likely to have a high sensitivity to defects.

It is defined as

uS =
1

4
S∗ :c :S , (4.2)

where S is the strain tensor and c the stiffness tensor [77,111].

The group velocity cg is defined as

cg =
∂ω

∂k
. (4.3)

One way to determine cg from the numerically obtained dispersion curves is by
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Figure 4.9: Strain energy density of selected symmetric modes at 200 kHz.

approximating the partial derivative with a difference quotient. However, the result

can be very noisy which is why a different approach was chosen. The dispersion curve

at each given frequency was approximated by a second order polynomial which was

fitted to three adjacent points. The derivative of this, i.e. the approximation of the

group velocity, could then be determined analytically.

Having determined the group velocity cg, the average waveguide power PAV of a

mode can be calculated just from the mode shape without determining the stress

field:

PAV = cg

∫
CS

ρ

2
ω2u · u∗dxdy, (4.4)

where CS is the cross-section of the waveguide (in the x − y plane) and u is the

displacement mode shape [76].

Figure 4.9 shows the strain energy density distributions for the power normalised

mode shapes of the symmetric modes SS 1 to SS 5 at a frequency of 200 kHz. The

strain energy density at the bottom of the half rail sections shown is negligibly small.

It can therefore be assumed that the mode shapes are identical to those of a full

rail section. A penetration depth of at least 10 mm was desirable in order to obtain
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Figure 4.10: Group velocity dispersion curves of the 5 most significant symmetric surface

modes.

an increasing reflection coefficient with defect depth up to a depth of about 10 mm;

this depth is shown in all the plots by a dashed line. All modes shown are confined

to a region below about this depth, but they exhibit a different number of nodes

and anti-nodes around the perimeter, with SS 1 being the lowest order mode. The

energy density distribution along a line normal to the surface is similar to that of

a pure Rayleigh wave: the maximum value can be found at the surface (or ”skin”)

and a second peak is located at a depth of about half the wavelength. Since the

strain energy density of mode SS 1 is evenly distributed along the surface, it is best

suited for inspection purposes.

The group velocities of SS 1 to SS 5 converge towards the Rayleigh wave velocity

of about 3 m/ms at high frequencies, as can be seen in Figure 4.10. However,

the magnified plot in Figure 4.11 of the frequency range between 100 and 350 kHz

reveals a more complex situation. The group velocities of SS 1 and SS 2 converge to

the same value of about 2990 m/s at around 150 kHz and stay essentially constant

at frequencies higher than that, i.e. they are non-dispersive. The dispersion curves

of SS 3 and SS 4 are very similar and rise fairly monotonically from 150 kHz onwards.
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Figure 4.11: Magnified section of Figure 4.10, group velocity dispersion curves of the 5

most significant symmetric surface modes.
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Figure 4.12: Strain energy density of selected symmetric modes at 120 kHz.

At 200 kHz their group velocity is still about 3% lower than that of SS 1 and SS 2

which reduces to about 1.5% at 350 kHz. The group velocity of SS 5 reaches a value

of about 3 m/ms at 200 kHz, then drops to 2.8 m/ms around 230 kHz and converges

towards the Rayleigh wave velocity even more slowly than SS 3 and SS 4. Note that

the noise in the magnified dispersion curves is an artefact from the calculation of

the group velocity.

The behaviour of SS 1 and SS 2 is similar to the fundamental modes of a rectangular

bar with dimensions similar to the railhead. This becomes more obvious when

79



4. Surface wave modes in rails

0 50 100 150 200 250 300 350
0

0.5

1

1.5

2

2.5

3

3.5

4

Frequency (kHz)

G
ro

u
p

v
el

o
ci

ty
(m

/m
s)

AS
1

AS
2

Figure 4.13: Group velocity dispersion curves of the 2 most significant antisymmetric

surface modes.

plotting the strain energy density for these two modes at 120 kHz, see Figure 4.12

(note that the greyscale differs from Figure 4.9). At such low frequencies SS 2 does

not exhibit any significant strain energy density at the top of the railhead, but only

at the sides. SS 1 has significant strain energy density at the bottom of the modelled

cross-section, thus starting to resemble a fundamental plate mode, too. This is

partly an artefact of the reduced model, since for a full rail, due to the increased

thickness, this would probably occur at lower frequencies. In this case, the mode of

the reduced rail section model might therefore have a slightly different mode shape

compared to the full section. Both modes, SS 1 and SS 2 have a larger penetration

depth than at 200 kHz (see Figure 4.9 for comparison).

The group velocities of the two most significant antisymmetric surface wave modes

AS 1 and AS 2 converge to the Rayleigh wave velocity at high frequencies, too (see

Figure 4.13). It was found that the higher order modes are highly dispersive and

are therefore not suitable for inspection purposes.

The strain energy density distributions of the two most significant antisymmetric

modes are shown in Figure 4.14. As expected, both AS 1 and AS 2 exhibit significant
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Figure 4.14: Strain energy density of selected antisymmetric modes at 200 kHz.
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Figure 4.15: Strain energy density of selected modes of an extremely worn rail at 200

kHz.

strain energy density towards the rail head corners, rather than along the symmetry

axis of the cross-section. Unfortunately, the strain energy density of both modes

is high at the bottom corners of the rail head and fairly low close to the running

surface. Therefore these modes do not seem very suitable for inspection purposes.

However, they may be generated by mode conversion at defects and thus could

interfere with symmetric mode signals.

An important issue for the use of surface wave modes as an inspection tool is the

effect of cross-section changes due to wear on mode shapes and velocities. The cross-

section shown in Figure 4.5b was therefore analysed as a worst case scenario and the

extracted modes were matched up with those from the new rail. Figure 4.15 shows

the strain energy distributions of the two most dominant surface modes in the worn

rail for normal excitation on the centre of the rail head. It is obvious that the mode
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Figure 4.16: Group velocity dispersion curves of the 2 most significant surface modes of

the worn rail in comparison to the symmetric modes SS1 and SS3.

denoted WS 1 is equivalent to the symmetric mode SS 1 in the new rail, whereas WS 2

corresponds to SS 3 (see Figure 4.9 for comparison). Compared to SS 1, the strain

energy density of WS 1 is slightly more concentrated in the centre of the railhead and

decays marginally more towards the sides. However, despite the substantial change

of cross-section there does not seem to be a significant qualitative difference between

WS 1 and SS 1 in terms of sensitivity to defects in the gauge corner. The comparison

of the dispersion curves of the corresponding modes in Figure 4.16 shows that the

group velocities of SS 1 and WS 1 are virtually identical above a frequency of about

180 kHz. This confirms the suitability of SS 1/WS 1 for inspection purposes.

The smaller radii of curvature of the analysed worn rail section also support many

other surface modes which are strongly confined to these corners. Such modes have

been extensively discussed in the context of topographic wave guides for SAW devices

(see for example Oliner [37,38] and Krylov [40]). However, they are not suitable for

inspection purposes since they do not cover the cross-section area of interest and

would depend strongly on the amount of wear.
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4.5 Mode shape verification using 3D FEM sim-

ulations

As described in Section 4.3.1, the guided wave modes were obtained from an ax-

isymmetric FE model which represents the rail as a curved rather than a straight

wave guide. It was therefore necessary to verify that the model radius had been

chosen to be large enough and thus the effect of curvature on the computed mode

shapes is negligible. Since the effect would be significant only at high wavelength-

to-radius ratios, it was only necessary to establish a low frequency limit. For this

purpose, the propagation of a pure surface wave mode was initiated and monitored

in a 3-dimensional straight FE model of the rail head using the mode shapes from

the axisymmetric model.

A very efficient way to excite a pure mode in a FE model of a wave guide is to apply

an appropriate displacement input at all nodes of the front cross-section. However,

since a tone burst signal has a finite frequency bandwidth, the change of the mode

shape with frequency as well as position in the cross-section has to be taken into

account at each excitation node [112]. This so-called ”Exact Mode Shapes” [113]

technique consists of three steps. Firstly, a discretised frequency spectrum of the

desired excitation waveform is calculated using a discrete Fourier transform. For all

frequencies with significant amplitudes the power normalised displacement profiles

(mode shapes) have to be available. Secondly, the frequency components of the

signal are multiplied by the appropriate displacement profiles and finally summed

up, thus generating a frequency spectrum for all three spatial directions at each node

of the waveguide cross-section. Thirdly, an inverse Fourier transform is performed

on all spectra to obtain time domain signals for each excitation node which can be

applied as input displacement-time functions in the FE model.

The model was set up in the FE package ABAQUS utilising its time marching ”Ex-

plicit” solver and linear 8-node brick elements. Since the intention was to study

the propagation of a symmetric mode, only half of a 400 mm long railhead section

was modelled and appropriate symmetry conditions were applied, see Figure 4.17a.
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a) b)

Figure 4.17: Exact mode shape excitation of symmetric surface wave mode SS1. (a)

Mesh of FE model. (b) Snapshot of FE simulation after a propagation time of 40 µs.

Displacement magnitude in linear grey scale (dark: maximum, light: zero).

The cross-section meshing was very similar to the one utilised in the axisymmetric

2D model presented above (see Figure 4.5) with an element size of approximately

1 mm. However, since the use of the automatic meshing tool in the 3D model led

to a small difference of node positions compared to the mesh of the mode shapes,

a 2-dimensional interpolation was performed on the excitation signals before apply-

ing them as boundary conditions to the front face nodes. A Gaussian windowed

toneburst at a centre frequency of 200 kHz with a bandwidth of 20% was used as

the excitation signal resulting in significant amplitude contributions (> −40 dB)

between 120 and 280 kHz. As opposed to a Hanning windowed tone burst, this has

the advantage of not exhibiting any side lobes in the frequency domain and therefore

manipulation of only a limited bandwidth for the exact mode shape excitation does

not introduce significant errors.

Figure 4.17b shows a snapshot of the model after a propagation time of 40 µs

with the displacement magnitude plotted as a linear greyscale. The form of the

displacement is very similar to the input with no sign of interference from other
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modes developing. The maximum signal envelope of the vertical displacement was

monitored along the top edge of the symmetry plane and found to be constant within

±2%. This confirms that the mode shapes generated with the axisymmetric model

are not significantly affected by the curvature for frequencies above 120 kHz and can

therefore be considered identical to those of a straight waveguide.

4.6 Summary

In this chapter, the properties of surface wave modes in rails were investigated.

The main aim was to determine the low frequency limit at which there exists a

non-dispersive surface mode with a high penetration depth suitable for inspection

purposes. Additionally, information on other surface modes with similar propagation

was needed in order to avoid multiple mode excitation which can lead to wrong signal

interpretation. This issue was illustrated using a relatively simple experiment and

showing that signal arrivals at low frequencies around 250 kHz typically consist of

a large number of concurrent interfering guided wave modes rather than a single

Rayleigh wave as commonly assumed in other publications. Their dispersion curves

were determined using axisymmetric FE models for new and worn rail sections up

to a frequency of 350 kHz and the relevant symmetric and antisymmetric surface

wave modes were extracted using excitability considerations. The dispersion curves

showed excellent agreement with the 2D-FFT of the experimental data so that it

could be confidently assumed that the reduced cross-section model of the rail head

used here is a sufficiently accurate representation of a real rail.

It was found that the symmetric mode SS 1 has promising characteristics for inspec-

tion purposes, since it has an evenly distributed strain energy distribution at the

surface and is essentially non-dispersive. It maintains these qualities down to fre-

quencies as low as 180 kHz, even if the rail is heavily worn. It appears therefore that

this is the low frequency limit at which a maximum penetration depth of the surface

mode can be achieved without dispersion. To reduce the sensitivity to shallow fea-

tures it is beneficial to work at frequencies as low as possible; hence, it is feasible to
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go even slightly below 200 kHz, rather than stick to the initially estimated 250 kHz.

However, it appears to be a challenging task to separate SS 1 from the large number

of other surface wave modes with very similar propagation characteristics all of which

are excitable from the railhead surface. Most of them are slightly or considerably

dispersive, but at least one mode (SS 2) has the same group velocity as SS 1, thus

making mode separation extremely difficult. Even if only one mode is excited, others

will be generated by mode conversion at defects and all the modes will interfere,

thus making the received amplitude position-dependent, as shown in Figure 4.3.

The detection of critical defects seemed therefore feasible, but defect sizing would

be very difficult.
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Chapter 5

Selective excitation and reception

of surface wave modes

5.1 Background

In Chapter 4, the surface wave mode named SS1 was found to be suitable for in-

spection purposes in a frequency range around 200 kHz. However, a large number of

similar guided wave modes with slightly different propagation properties is excitable

as well from the rail surface in the same frequency range. The initial experiment

in Section 4.2 showed that the interference of these wave modes could cause severe

difficulties for correct signal interpretation. In order to avoid coherent noise caused

by the excitation and reception of unwanted modes, it was therefore necessary to

develop a setup with high mode selectivity.

The optimisation of mode selectivity is a general issue in the context of guided wave

inspection. It can be achieved by matching the excitation to (a) the displacement or

stress distribution (i.e. the mode shape) of the desired wave mode around the cross-

section perimeter and/or to (b) the wave propagation characteristics in the direction

of interest. There are some common approaches to realise this, but typically the

methods have to be customised for each type of waveguide and application.
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Wedge transducers and linear arrays oriented along the propagation direction (e.g.

interdigital transducers, comb transducers etc.) follow the second approach (b) and

allow some degree of control over excited and received wavelengths. In the case of

a wedge transducer the wedge angle determines the projected phase velocity cp of

the wave mode according to Snell’s law [32, 114, 115]. Such a probe can transmit

and receive different wavelengths for different frequencies, but it can only be used

for wave modes with negligible dispersion in the frequency range of interest. In the

case of a comb transducer the element spacing along the waveguide fixes the wave-

length of the excited wave mode. This usually means that the transducer can only

be used to excite a certain mode at one frequency for which the element spacing has

been optimised (it may also be used for other modes at other frequencies). For lin-

ear arrays in general the mode selectivity can be adjusted by changing the element

spacing or applying phase delays to the excited and received signals of individual

elements [116–119]. The phase delay can be optimised to match the propagation

properties of different modes which makes the use of linear arrays very flexible. The

wavelength selectivity at a given frequency of wedge transducers as well as linear

arrays increases significantly with increasing probe length. The minimum probe

length depends on the application, but usually at least 3-5 wavelengths are required

for satisfactory mode control [120]. For this reason, the strategy of matching wave

characteristics in the propagation direction is mostly applied at relatively high fre-

quencies and small wavelengths such that the transducer size can be kept reasonable.

In References [116,117] and [119] for example, linear array probes have been utilised

on plates at frequencies above 1 MHz and wavelengths smaller than 6 mm.

For long range (up to around 100 m at frequencies below 100 kHz) and mid range

inspection (up to about 5 m, below 1 MHz) the wavelengths are larger (tens of

millimetres) such that the transducer would need to be unacceptably large to pro-

vide sufficient mode selectivity. The standard strategy for pipes and other beam-

like structures with good access from all sides around the cross-section is therefore

to clamp a ring of transducers around the perimeter of the waveguide and match

the mode shape on the surface. The combination of both strategies, i.e. utilising

multiple adjacent rings and phase-delayed signals, improves the mode selectivity
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further. Following this combined approach, inspection systems have been developed

for example with two adjacent rings (long range) [23, 121] and four rings (medium

range) [118] for pipes and six rings for rails (long range) [23, 121].

For the mid range problem investigated in this thesis at frequencies around 200 kHz

and wavelength of about 15 mm it was necessary to combine both strategies as

well. The probe was supposed to be integrated in a moving setup at a later stage

which would only have access to the top of the railhead since lower parts could be

obstructed by switch blades, fasteners, electrical contacts etc. The option of mode

shape matching could therefore be applied only to a small part of the cross-section

perimeter. To improve the mode selectivity further, it was therefore necessary to

match the characteristics of the mode along the rail as well. As was seen in Sec-

tion 4.2, using a local immersion probe as a realisation of the wedge principle was not

sufficient. Due to the utilised low frequencies the probe would need to be extremely

long to achieve a reasonable mode selectivity. Since it did not appear feasible to

realise this in terms of probe hardware, a software algorithm was developed which

can be applied at the signal postprocessing stage.

In the following, the probe design will first be explained and afterwards two signal

processing methods to optimise mode selectivity will be explored. The aim of the

first approach was to match the desired mode shape on a limited area across the

railhead via array focussing and apodisation. The second approach is a spatial

averaging method which exploits the successively acquired data gathered by scanning

the probe along the rail and which acts like a filter in the wavenumber-frequency

domain. The potential and limitations of both methods is discussed and a resulting

procedure for experiments with defects is derived.

5.2 Probe design

As discussed in Section 2.2, it was planned to utilise a local immersion wheel probe

for signal transmission and reception. The tyre of such a probe would be similar

to those already used in conventional rail inspection units with enough flexibility to
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Figure 5.1: Local immersion probe used for surface wave excitation.

conform to the curved railhead surface. Low-loss rubber which matches the acoustic

impedance of water is well suited as the tyre material, as has been shown for wheel

probes on plates [122]. The probe would cover a considerable part of the railhead

width and hence ensure a large excitation area on the railhead surface.

A rectangular rather than a circular transducer covering the full rail width would

be ideally suited to excitation of the desired mode SS1 shown in Figure 4.9. For this

purpose, an 8 element linear array with a centre frequency of 250 kHz covering the

full rail head width was commissioned from IMASONIC. As opposed to a monolithic

transducer, this had the advantage that all the elements could be driven simulta-

neously to create a uniform beam and also, that experiments with apodisation and

focussing could be carried out. Unfortunately, the supplier of the transducer array

took over 12 months to produce a satisfactory array. In order to avoid further delays

while the transducer was incorporated in a wheel, the design of the local immersion

system of Figure 3.5 was modified to accommodate the array. This meant that the

final version slid rather than rolled along the rail but this worked very satisfacto-

rily and was used both in the laboratory and at facilities of the Health and Safety

Laboratory and ESR Ltd.
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Figure 5.1 shows a sketch of the final design. The transducer array was angled at

30◦ and located inside a casing filled with distilled water. The active area of the

transducer elements was determined by measuring the surface displacement of the

activated array with a laser vibrometer and found to be about 7 mm x 15 mm

per element, the active area of the whole array being 65 mm wide. The stand-off

distance of the transducer array to the rail surface was chosen to be about 65 mm to

avoid overlap of received signals and electrical breakthrough and reverberations of

the excitation signal. The casing consisted of 10 mm thick sheets of ultrasonically

absorbent rubber NPL Aptflex F28 [83] in order to damp reverberations from the

probe walls. For the same purpose, two layers of absorbent Aptflex rubber were

used to form a tight water channel between the active area of the array and the

contact patch at the bottom. The contact patch was 60 mm wide, 25 mm long and

5 mm thick and consisted of the non-lossy rubber initially intended to be used as

the tyre material. Due to the increased curvature towards the railhead corners, a

wider excitation and reception area across the rail head did not appear feasible. For

good coupling of the contact patch it was necessary to wet the rail surface with a

drop of water. The size of the contact patch was chosen to simulate that of a wheel

probe. By doing this it would be easier to transfer the experience gathered with this

sliding prototype to a wheel probe potentially to be developed in the future.

The simplest way of operating the array would be to run the channels in parallel,

such that all channels would send and receive at the same time and the array would

act as a monolithic transducer. Alternatively, the elements of the array could be

excited independently. It was therefore possible to switch between all possible send

and receive combinations with a multiplexer, acquire the data with an oscilloscope

and test focussing and apodisation algorithms at the postprocessing stage in the

computer. As discussed before, it was beneficial to excite the array at frequencies

as low as possible and it was shown that the mode SS1 would not be dispersive

at frequencies as low as 180 kHz (see Section 4.6). It was decided to work with

a 5 cycle Hanning windowed toneburst with a centre frequency of 200 kHz for all

experiments, since this was the lowest possible output signal of the array.
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5.3 Array focussing

Ultrasonic transducer arrays offer a lot of flexibility in terms of beam formation, fo-

cussing and steering and are therefore widely used in NDT and medical applications.

For this project, the intention was to use focussing and apodisation of the eight array

elements to match the desired surface wave mode shape on the rail surface. This

should optimise the excitation and reception of the mode SS1 (see Figure 4.9) and

suppress unwanted modes. Since the curvature of the rail surface is not constant it

was difficult to analytically determine the appropriate delay laws and apodisation

factors. For this reason, a reverse engineering approach was taken using FE simula-

tions. The idea was to excite only the desired mode in a rail model and receive this

mode with a model of the probe. Reversing the received signal in time should then

result in the optimum excitation signal for the probe to excite the desired mode.

Note that this procedure is not time reversal in the strict sense, which requires the

full field to be captured. In this case, only a minor part of the surface mode leaks

out of the real into the probe and a further limited portion is received by the array

inside the probe. It is therefore obvious that the reversed signal cannot generate a

pure mode. However, this method appeared to be a good technique to determine

the optimum excitation within the given limitations. The procedure is discussed in

the following.

5.3.1 Finite Element simulations

For the simulations, the same 3-dimensional FE model of the rail and the exact mode

shape excitation procedure were utilised which were already discussed in Section 4.5.

The modelled rail section was 400 mm long consisting of linear solid brick elements

with approximately 1 mm side length. Only half of the railhead was modelled and

symmetry boundary conditions were applied to reduce the model size. In addition

to the rail from Section 3.5, a model of the local immersion probe was set up and and

coupled to the rail surface, see Figure 5.2a-c. The model considered only the water

part of the probe and consisted of linear acoustic elements with the acoustic pressure
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Figure 5.2: FE model of probe on rail. (a),(b): different views of model geometry; (c):

sketch of probe model, dimensions in mm, (d): zoom into FE mesh, transducer cut-out in

probe with node sets representing transducer elements 1-4.

93



5. Selective excitation and reception of surface wave modes

as the sole degree of freedom. The element side length was approximately 1 mm,

which is equivalent to about 6 elements per wavelength (the minimum suggested

by ABAQUS [123]). The mesh was therefore relatively coarse, but it was found to

perform satisfactorily. It was an acceptable compromise in order to limit the model

size which was in the order of 4 million degrees of freedom. Since the impedance

of all rubber components of the real probe was matched to water, the walls as

well as the contact patch were simply modelled as water in the FEM simulation.

Attenuation of the Aptflex rubber sheets was not considered. All dimensions were

kept as close to the real probe as possible, see Figure 5.2c. Since the probe was

symmetric, only half of it was modelled. The boundary condition for full reflection

was set in the symmetry plane and all other boundaries of the probe apart from

the contact patch, which was coupled to the rail surface. The transducer array was

represented by a cut-out in the water ”block”. Four rectangular sets of nodes in

this cut-out represented the array elements, see the highlighted areas ”1”-”4” in

Figure 5.2d. The received signal of each transducer ”element” (i.e. node set) could

then be generated by calculating the mean of the monitoring signals from all nodes

in each set. To excite a transducer ”element”, the same pressure signal was applied

to all nodes of each set.

For the first simulation, the probe was located in the centre of the rail surface

(l0 = 250 mm) to avoid any near field effects from the ends, see Figure 5.2a-b. Exact

mode shape excitation (see Section 4.5) of the mode SS1 was then applied to the

”back” face of the rail (see Figure 5.2b). A Gaussian windowed toneburst at a centre

frequency of 200 kHz with a bandwidth of 20% was used as the excitation signal (note

the Gaussian window was preferred since it does not cause sidelobes in the frequency

domain, see Section 4.5). Figure 5.3 shows four snapshots of the model symmetry

plane at different points in time during the simulation. The surface wave mode

propagated along the rail (Figure 5.3a) and underneath the probe where it excited

bulk waves in the probe (Figure 5.3b). These propagated at the expected angle of

30◦ towards the probe (Figure 5.3c) and impinged on the node sets representing

the transducer elements. The received signals of all transducer ”elements” (i.e. the

averaged monitoring signals of each node set) are shown in Figure 5.4. The further
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Figure 5.3: Exact mode shape excitation at back face of rail, reception with probe. Field

snapshots at different points in time in symmetry plane of FE model (shown variables:

displacement magnitude for rail, pressure for water in probe).
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Figure 5.4: FEM simulation utilising exact mode shape excitation of mode SS1. Averaged

received signals at node sets representing transducer elements 1-4 (see Figure 5.2d).

away the elements are located from the rail head centreline (the farthest being

element ”1”), the more they are affected by the rail curvature and the increased

distance between the rail surface and the transducer elements. The result is a

larger phase delay and a lower amplitude of the received signal, see for example the

difference between Elements 1 and 4 in Figure 5.4. If these signals were reversed

in time and used to excite the elements, then they would focus the bulk wave in

the water to excite the surface wave mode SS1. Due to the limited contact area,

pure mode excitation would be extremely unlikely. However, the excitation would be

optimally matched to the desired mode in the available contact patch. The efficiency

of this approach was evaluated in two further simulations.

For the second simulation, the probe was positioned closer to one end of the rail

model (l = 60 mm). The received signals from the previous simulation were reversed

in time and applied as excitation signals to the node sets representing the transducer

elements. The excited signals in the rail were monitored along the centre line of

the rail surface (in the model: the upper edge of the symmetry plane). Figure 5.5

shows four snapshots of the model symmetry plane at different points in time during
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Figure 5.5: Excitation with probe using array focussing. Field snapshots at different

points in time in symmetry plane of FE model (shown variables: displacement magnitude

for rail, pressure for water in probe).
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Figure 5.6: Comparison of envelope peaks of incident wave signals monitored along rail

centreline for two excitation cases. Each graph has been normalised to its mean respec-

tively.

the simulation. The probe excited bulk waves in the fluid (Figure 5.5a) which

propagated towards the contact patch (Figure 5.5b) where they excited waves in

the rail (Figure 5.5c). However, as can be seen in Figure 5.5d, the excited wave field

in the rail was more complex than that of the pure mode SS1 in Figure 5.3a, which

meant that other guided wave modes were present as well. Note that the shown

complex field was not due to reverberations inside the probe; such signals were seen

as well but at later arrival times and far lower amplitudes.

In the third simulation, the FE model was identical to the previous one, however, the

excitation was such that the array would act similar to a large monolithic transducer.

Instead of array focussing and apodisation, the transducer ”elements” were simply

excited in parallel by the same signal, namely a 5 cycle Hanning windowed toneburst

with a centre frequency of 200 kHz. The excited signals in the rail were again

monitored along the centre line of the rail surface.

The results of array focussing versus parallel transducer element excitation are com-

pared in Figures 5.6 and 5.7. The signal envelope peak of both simulations monitored
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Figure 5.7: 2D-FFT on incident wave signals monitored along rail centreline for two

excitation cases. (a) Array focussing to match mode SS1. (b) Array acting as a monolithic

probe (no focussing). Dashed lines indicate main area of interest.

along the centreline of the rail versus the distance from the rail front face is plot-

ted in Figure 5.6. Points closer than 50 mm to the end are not shown because of

near field effects. The data of both curves have been normalised to their respective

mean value. It can be seen that the envelope peak for both cases is not constant,

but varies with distance. For the case of array focussing (solid line), the variation

develops gradually and appears to be merely a decay in amplitude over the short

distance of the model. However, since there was no material damping assumed, it

is likely that this is just part of a beating phenomenon of interfering modes and

that the amplitude would increase again over a longer distance. The amplitude

variation is substantial, in a range of up to 60% of the mean value. For the case of

unfocussed parallel excitation of all array elements, i.e. the array acting similar to

a monolithic transducer, the amplitude varies more rapidly with distance (dashed

line). The variation is still substantial, but less pronounced than that for the array

focussing case, namely in the range of up to 40% of the mean.

In order to investigate this, a 2D-FFT was performed of the raw incident wave signals

monitored along the railhead centreline in each model. Plots of the normalised

magnitude of the 2D-FFT data for both cases are shown for comparison in Figure 5.7.

In both plots the same main area of interest is indicated with a dashed line. In the
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case of the focussed array, there is one wide main lobe indicating a high signal

content located in this area (see Figure 5.7a). The comparison with the dispersion

curves in Figure 4.8 leads to the conclusion that the desired mode SS1 was excited

as well as other modes with very similar dispersion curves, such as SS2, SS3, SS4.

The content of modes with a slightly lower lower spatial frequency, such as SS5, SS6,

appears to be lower. In contrast to this, there are two separate lobes in the indicated

area for the case of the non-focussed array (see Figure 5.7b). The signal content of

additional modes at lower spatial frequencies outside the marked area is higher in

Figure 5.7b than in Figure 5.7a. The lobe on the right in the marked area containing

the signal content of mode SS1 appears to be narrower than that in Figure 5.7a. It

seems that some of the modes with very similar spatial frequencies to SS1 were less

excited, leading to the gap between the two lobes, and other modes with lower spatial

frequencies were excited more, resulting in the second lobe. This also explains the

observed amplitude variation behaviour in Figure 5.6: The focussed array excited

mainly modes with nearly identical wavenumbers leading to a very slowly varying

interference pattern (solid line in Figure 5.6). In contrast to this, the array acting

like a monolithic probe excited less unwanted modal content in the direct vicinity

of SS1, but more at lower wavenumbers, resulting in a rapidly changing interference

pattern (dashed line in Figure 5.6). Thus, it can be said that the array acting as

a monolithic probe was more mode selective in the direct vicinity of SS1 than the

focussed array.

5.3.2 Practical issues

The considerations so far regarding the use of array focussing and apodisation to

optimise surface wave mode excitation and reception were based on FE simulations.

During experiments for this project the author also encountered three major prac-

tical issues which limit the usability of this approach:

1. Transducer quality

The transducer elements need to have nearly identical transfer functions such

100



5. Selective excitation and reception of surface wave modes

that they do not distort the applied apodisation factors and phase delays. Un-

fortunately, this was not the case for the array utilised in this work: the trans-

ducer elements in the centre of the array had a far higher output than those

at the ends. This was a ”natural” apodisation, though much more strongly

than that required according to the FE simulations. Attempts to compensate

for that with inverse filtering based on the measured transfer functions of each

send-receive path did not work satisfactorily and also led to an increased noise

level.

2. Transducer alignment

The phase delays and apodisation factors were derived for the perfectly aligned

FE model. As was seen in the previous section, these alterations are relatively

subtle. In practice, there are always small alignment errors of the probe on

the rail as well as of the array in the probe itself. It was found that slightly

incorrect alignment actually increased the excitation of unwanted modes.

3. Rail wear

For cross section changes due to wear the delay laws and apodisation factors

would require adjustment.

5.3.3 Conclusions

The FE simulations have shown that even an optimally focussed array (based on time

reversal of a received pure mode signal) does not significantly improve the excitation

of the desired mode SS1. In fact, the envelope peak varied more with distance than

for the unfocussed array. The fact that very similar modes to SS1 were excited

stronger than for the unfocussed array would make it more difficult to separate the

mode with an additional method. Furthermore, the problems encountered during

practical implementation such as transducer quality, alignment and rail wear showed

that the method is not robust enough for purpose. It was therefore concluded that

there was no benefit in applying array focussing and apodisation to the signals

captured by the array. Instead, it was decided to run all elements in parallel in
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pulse-echo mode such that the array acted like a monolithic probe. This would also

speed up the data acquisition since no multiplexing was required.

5.4 Spatial averaging

The method presented in this section was developed to improve the mode selectivity

of a simple, robust probe which can be moved along the wave guide. The idea behind

this is to exploit the acquired scan data to match the excitation to the propagation

properties of the desired mode at the signal postprocessing stage.

In the following, the general concept of the method will first be presented and its

characteristics in terms of mode selectivity will be analysed using a simple analytical

model. Finally, the results of an experimental test on rail will be discussed.

5.4.1 Principle

Guided waves can propagate long distances along a wave guide, usually several

metres at low frequencies in non-lossy materials. If a probe is moved along the

waveguide and successive measurements are taken at relatively small intervals, e.g.

a few centimetres, then the inspected sections of the waveguide overlap significantly.

This redundancy can be exploited to reduce the amount of unwanted guided wave

modes in the received signals. The method discussed here as spatial averaging can

be applied to any kind of waveguide on which multiple pulse-echo measurements are

carried out along the propagation direction of the wave mode of interest. Note that

the probe speed is assumed to be negligibly small compared to the wave speed such

that the send and receive locations of the probe can be considered to be identical.

The probe is scanned along the waveguide and the pulse-echo RF signals as well as

the spacing between the measurement positions are recorded. The spatial averaging

process is carried out at each new measurement position. Firstly, the signals of a set

number of previous measurement positions are phase-shifted using the wavenumber
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Figure 5.8: Comparison of different probe setups regarding spatial averaging. (a) pulse-

echo; (b) pitch-catch with equal distance between transmitter and receiver.

of the desired mode such that they are synchronised to the signal of the current

reference position. The phase shift is carried out in the frequency domain and

is a synthetic propagation of the acquired signal from each of the measurement

positions to the reference position. Dispersion can readily be taken into account.

Subsequently, these phase-shifted signals are summed and result in an averaged

signal for the reference position. Every new measurement position can be used as

the new reference position for the spatial averaging process over a fixed number

of signals, resulting overall in a moving average. The envelopes of the obtained

averaged time traces can then for example be displayed in a B-scan type plot or

condensed into a single mean envelope, as will be illustrated later.

In the following sections, the characteristics of the spatial averaging technique will

be discussed and the differences compared to a full linear phased array will be

highlighted (including the special case of a longer monolithic probe).

5.4.2 Basic model

A pulse-echo setup is considered for a probe which is scanned along a waveguide in

intervals of ∆x. This can also be interpreted as a pitch-catch configuration where
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the receiver is a mirror image of the probe using a single feature as the mirror plane,

see Figure 5.8a. Multiple reflections can be accounted for by multiple superposition

of this concept, however this does not change the aspects to be illustrated here.

Send positions are marked by ”s”, receiver positions by ”r” and the indices link

corresponding positions (e.g. send ”s0” and receive ”r0”). For the reference position,

the index n = 0 is used, positive indices n = 1, 2, ... denote positions of previous

measurements when moving in the positive x-direction. The send-receive distance

is then:

xrn − xsn = xr0 − xs0 + 2n∆x. (5.1)

In a pulse-echo setup the distance between transmitter and receiver changes and

their respective distance to the feature is identical. Note that this is not the case

for a pitch-catch setup where the distance between transmitter and receiver is kept

constant, as illustrated in Figure 5.8b. In that case, it is the position of the feature

which changes with respect to transmitter and receiver. The following considerations

are therefore not applicable for that case.

It is assumed that the amplitude received by a pulse-echo probe at a position n

depends on the excitation signal A(ω), a constant coupling factor Cn (to be taken

into account for both excitation and reception), the send-receive sensitivity Gn of the

probe setup at a position n with perfect coupling as well as a function D(ω, k), which

combines influences such as mode excitability and interaction with features (i.e.

reflection or transmission coefficient). The received signal Rn(ω, k) can therefore be

written as:

Rn(ω, k) = A(ω) · D(ω, k) · C2
n · Gn(ω, k). (5.2)

The transducer converts the received signal Rn(ω, k) into a voltage Un(ω) which can

then be measured by an oscilloscope. It is assumed here that this transformation

can be interpreted as an inverse Fourier transform in the spatial domain and a

subsequent integration over the transducer surface S:

Un(ω) ∝
∫

S

∫ ∞

−∞
Rn(ω, k) · eikxdkdS. (5.3)
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Figure 5.9: Normalised send-receive sensitivity Gn of a 25 mm long local immersion

probe angled at 30 ◦. Filled contour levels at -10, -20, -30 and -40 dB.

In the following, a local immersion probe will be assumed as an example to illustrate

the discussion, however the findings apply to other probe types as well. Using the

simple model from Appendix B, the send-receive sensitivity Gn in (5.2) for this case

can be written as:

Gn(ω, k) = B2(ω, k) · eik(xrn−xsn) (5.4)

= L2 · sinc2

[
L

2

(
sin ϕ

cw

ω − k

)]
· eik(xrn−xsn). (5.5)

Figure 5.9 shows Gn for a probe of length L = 25 mm angled at ϕ = 30 ◦ in order

to excite surface waves. (Note that there is an offset for both x- and y-axis in all

figures; this is to keep a consistent zoom into the area which will be of interest later.)

There is a main lobe centred on the line determined by the desired constant phase

velocity cw

sinϕ
= 3000 m/s,

ω =
cw

sinϕ
k, (5.6)

and lower side lobes parallel to this. These lobes are caused by the squared sinc-

function in (5.5) and are tilted according to (5.6). It is clearly shown that the probe
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Figure 5.10: Dispersion curves of selected symmetric surface wave modes in the rail.
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Figure 5.11: Normalised send-receive sensitivity Gn of a 200 mm long local immersion

probe angled at 30 ◦. Filled contour levels at -10, -20, -30 and -40 dB.
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is sensitive over large areas in the 2-dimensional frequency domain and not very

selective if the guided wave modes are very closely spaced as for example in this

case of a rail, see Figure 5.10. It is well known that if the length L of the angled

probe is increased, then the width and the spacing of the lobes is reduced and the

amplitude of the side lobes is decreased, see Figure 5.11 where L = 200 mm.

As explained above, the process of spatial averaging consists of two steps. Firstly,

a phase-shift Φ(ω) is performed in the frequency domain on the measured voltage

signals Un(ω) from adjacent pulse-echo positions to align them to the voltage signal

U0(ω) at the reference position. Secondly, the average of the N phase shifted signals

is calculated for the chosen reference position. The spatially averaged voltage signal

Ū(ω) is then:

Ū(ω) =
1

N

N−1∑
n=0

Un(ω, k) · e−iΦ(ω). (5.7)

The phase-shift Φ(ω) is based on the theoretical wavenumber k̃(ω) of the guided

wave mode of interest and the difference in propagation distance compared to the

reference position:

Φ = (xrn − xr0 − xsn + xs0)k̃(ω) = 2n∆xk̃(ω) (5.8)

Note that k̃(ω) is complex if attenuation is taken into account.

From (5.3) and (5.7) after swapping the order of integration and summation:

Ū(ω) ∝
∫

S

∫ ∞

−∞
R̄(ω, k) · eikxdkdS, (5.9)

where R̄(ω, k) is the resulting signal obtained by spatial averaging:

R̄(ω, k) =
1

N

N−1∑
n=0

Rn(ω, k) · e−i2n∆xk̃(ω). (5.10)

The coupling condition of the probe may be expressed in the form of a spatial

window:

C(n) =

⎧⎪⎨
⎪⎩

Cn, for n = 0 ≤ n ≤ N − 1,

0, otherwise.

(5.11)
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We assume that D(ω, k) (see (5.2)) is the same for all positions n used for one

spatial average. This effectively assumes that the same feature reflections are seen

from each probe position. It follows that

R̄(ω, k) = A(ω) · D(ω, k) · Ḡ(ω, k), (5.12)

in which Ḡ is the spatially averaged sensitivity:

Ḡ(ω, k) =
1

N

N−1∑
n=0

C2
n · Gn(ω, k) · e−ik̃(ω)2n∆x (5.13)

=
1

N
G0(ω, k) · H(ω, k). (5.14)

Hence, the sensitivity Ḡ obtained by spatial averaging is the product of the probe

sensitivity G0 at the reference position and a term H(ω, k):

H(ω, k) =
n=∞∑

n=−∞
C2(n) · ei·(k−k̃(ω))·2n∆x. (5.15)

For any given frequency ω can be interpreted H(ω, k) as a Discrete-Space Fourier

Transform (DSFT) of the squared coupling function C2(n). Note that H(ω, k) is a

periodic function with respect to k with a period of π
∆x

, i.e.:

H(ω, k) = H(ω, k ± n · π

∆x
), n = 1, 2, 3, . . . (5.16)

With respect to the spatial frequency k
2π

the period is equal to 1
2∆x

.

5.4.3 Characteristics and limitations

If the spatial averaging distance N ·∆x is greater than the probe length L, then the

selectivity of the probe is dominated by the DSFT of C2(n). This can clearly be seen

in Figure 5.12 where Ḡ is shown for spatial averaging over N = 20 positions and

∆x = 10 mm spacing for the same probe geometry as for the example in Figure 5.9.

In this case, attenuation has been neglected and a constant phase velocity cp has

been assumed such that it follows for k̃(ω):

k̃(ω) =
ω

cp

. (5.17)
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Figure 5.12: Normalised send-receive sensitivity Ḡ, spatial averaging of N = 20 positions,

spacing ∆x = 10 mm, 25 mm long local immersion probe angled at 30 ◦. Filled contour

levels at -10, -20, -30 and -40 dB. (a) Main lobe; (b) side lobes; (c) grating lobes due to

periodicity of H(ω, k).

Furthermore, perfect coupling has been assumed, i.e. the coupling function C(n)

is a rectangular window of length N · ∆x = 200 mm, and therefore the sensitivity

Ḡ exhibits lobes that approximate a sinc-function. The main lobe is centred on

the line determined by the dispersion relation for k̃(ω), i.e., in this case, (5.17).

There are grating lobes (labelled (c) in Figure 5.12) parallel to this line caused

by the periodicity of H(ω, k) with respect to k (see (5.16)). The magnitude of

these grating lobes is reduced by the sensitivity function G0 of the single probe,

see Figure 5.9 for comparison. This becomes even clearer for a case with increased

probe spacing ∆x, i.e. the period of H(ω, k) with respect to k is shortened. The

resulting aliasing effect can be seen in Figure 5.13, which is a normalised plot of

Ḡ for the same probe geometry and averaging length as in Figure 5.12, but for

N = 5 positions and ∆x = 40 mm spacing. The distance between the grating lobes

is reduced such that some of them are located inside the main lobe of the single

probe sensitivity G0 (see Figure 5.9) where they are not significantly lowered in

109



5. Selective excitation and reception of surface wave modes

dB

Spatial frequency (1/mm)

F
re

q
u

en
cy

(k
H

z)

0.02 0.04 0.06 0.08 0.1
100

150

200

250

300

-40

-30

-20

-10

0

(a)

(b)

Figure 5.13: Normalised send-receive sensitivity Ḡ, spatial averaging of N = 5 positions,

spacing ∆x = 40 mm, 25 mm long local immersion probe angled at 30 ◦. Filled contour

levels at -10, -20, -30 and -40 dB. (a) Main lobe; (b) grating lobes due to periodicity of

H(ω, k).

amplitude. This means that the mode selectivity of the setup significantly decreases

if the probe spacing is too large. However, the single probe sensitivity G0 which can

attenuate grating lobes allows us to spatially undersample the signal to some extent

without significantly reducing the modal selectivity. In this example, the probe

was simplified as a plane wave multiplied by a rectangular window. The optimal

compromise between measurement efficiency and aliasing in this case is to choose

the probe spacing to be half the probe length, such that grating lobes due to aliasing

are positioned at minima of the single probe sensitivity G0. Figure 5.14 confirms

that there are no relevant grating lobes in Ḡ for N = 16 and ∆x = L/2 = 12.5 mm.

The three spatial averaging examples shown in Figs. 5.12, 5.13 and 5.14 have the

same spatial averaging length N · ∆x = 200 mm, hence the width of their main

lobes is identical. However, due to the factor 2 in the exponent of H(ω, k) (see

(5.15)), the width of the lobes in these three examples is only half that of the probe
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Figure 5.14: Normalised send-receive sensitivity Ḡ, spatial averaging of N = 16 positions,

spacing ∆x = 12.5 mm, 25 mm long local immersion probe angled at 30 ◦. Filled contour

levels at -10, -20, -30 and -40 dB.

with L = 200 mm in Figure 5.11. The selectivity of spatial averaging over a long

distance therefore appears to be higher than that of a single probe of equivalent

length. However, the side lobes have lower amplitudes in the case of the long single

probe since they are caused by a squared sinc-function, see (5.5). This difference

will be discussed in more detail when single probe spatial averaging is compared to

a phased array.

Theoretically, the mode selectivity could be improved by increasing the spatial av-

eraging length N · ∆x further and further. However, the accuracy of the phase

shift which is applied to the acquired signals depends on the uncertainties in the

wavenumber k̃(ω) of the mode of interest and the probe spacing ∆x. The wavenum-

ber k̃(ω) is essentially an estimate, and uncertainties can be associated with both the

real part, i.e. the phase velocity cp, as well as the imaginary part, i.e. attenuation.

The latter will not be considered here.

The procedure averages the signal assuming a nominal phase velocity cp. In practice,
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Figure 5.15: Estimated phase velocity cp = 3000 m/s (solid line) and possible true phase

velocities (dashed lines) for an uncertainty of ±2% plotted on normalised sensitivity Ḡ for

N = 10, ∆x =20 mm. Filled contour levels at -10, -20, -30 and -40 dB.

the true phase velocity may be different and it is important that the signals of interest

are still seen even though an incorrect phase velocity has been assumed. Figure 5.15

shows an enlarged plot of Figure 5.12 in which the nominal phase velocity was

assumed to be cp = 3000 mm (solid line). The two dashed lines represent true phase

velocities 2% lower and 2% higher than the estimate cp (note that the two dashed

lines are not parallel). Both lines are situated inside the main sensitivity lobe which

means that the over- or underestimation of the phase velocity would not severely

affect the signals in this example. Increasing the averaging length would narrow

the main lobe and therefore the dashed lines could be located partly outside the

main lobe. This means that the received signal of the mode of interest would be

distorted in the frequency domain or it might be fully suppressed. The uncertainty

of the phase velocity estimate therefore seems to be a major limitation of the mode

selectivity achievable by spatial averaging.
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Figure 5.16: Normalised send-receive sensitivity Ḡ for same configuration as Figure 5.12,

but with a random error of -5 mm ≤ xerr,n ≤ 5 mm. Filled contour levels at -10, -20, -30

and -40 dB.

Uncertainties xerr,n of the probe spacing such that

xrn − xsn = xr0 − xs0 + 2n∆x + xerr,n (5.18)

instead of (5.1) result in phase errors of the DSFT term H(ω, k) in (5.15). If these

errors are of random nature and N is fairly high, then the width of the main sensitiv-

ity lobe is hardly affected. Figure 5.16 shows the same configuration as Figure 5.12,

but with an unrealistically high random error of −5 mm ≤ xerr,n ≤ 5 mm, nor-

mally distributed with a variance of σ2 = 0.2. The side lobe amplitudes as well as

their spacing are altered and have become more irregular, but the main lobe has

not changed significantly compared to Figure 5.12. For a somewhat more realistic

uncertainty of −0.5 mm ≤ xerr,n ≤ 0.5 mm, even the effect on the side lobes was

found to be negligible. Therefore spatial averaging appears to be relatively robust

with respect to random probe positioning errors.

So far, perfect coupling of the probe has been assumed for all positions n, i.e. Cn = 1.

Inconsistencies of the coupling are equivalent to an apodisation of the received signals
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Figure 5.17: Normalised send-receive sensitivity Ḡ, spatial averaging of N = 20 positions,

spacing ∆x = 10 mm, Hamming window apodisation of C 2(n), 25 mm long local immersion

probe angled at 30 ◦. Filled contour levels at -10, -20, -30 and -40 dB.

at different positions with unknown weighting factors. Thus the coupling function

C(n) is not a rectangular window but can be of arbitrary shape. Since H(ω, k)

can be interpreted as a DSFT of C2(n), the coupling inconsistencies will affect the

amplitude, spacing and width of both main and side lobes of the spatial averaging

sensitivity Ḡ(ω, k). The likely result is a reduction in mode selectivity which can be

compensated to some extent by increasing the spatial averaging length.

Deliberate apodisation of signals from different positions can be used as a means to

customise the spatial averaging sensitivity Ḡ(ω, k). We can introduce a weighting
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Figure 5.18: Send-receive matrix of (a) single probe spatial averaging and (b) phased

array (taking into account all possible send-receive-paths).

function w(n) into (5.7), (5.10) and (5.11) such that:

Ū(ω, k) =
1

N

N−1∑
n=0

w(n) · Un(ω, k) · e−i2n∆xk̃(ω), (5.19)

R̄(ω, k) =
1

N

N−1∑
n=0

w(n) · Rn(ω, k) · e−i2n∆xk̃(ω), (5.20)

C(n) =

⎧⎪⎨
⎪⎩

√
w(n) · Cn for n = 0 ≤ n ≤ N − 1,

0 otherwise.

(5.21)

Figure 5.17 shows Ḡ for the same parameters as Figure 5.12, but with an additional

weighting function w(n) chosen to be a Hamming window. (Note: The Fourier

transform of this features a wider main lobe than that of a rectangular window,

but all side lobes are below -40 dB, see Appendix C.) For the spatially averaged

sensitivity Ḡ this results in significantly reduced side lobes (even compared to the

long monolithic probe in Figure 5.11), but an increased width of the main lobe

compared to Figure 5.12. Note that the position and the amplitude of the grating

lobes due to the periodicity of H(ω, k) remain unchanged.

5.4.4 Comparison with phased array

In order to compare the spatial averaging technique applied to a moving pulse-

echo probe with a linear phased array the measurement positions are interpreted
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as elements of an array. For a single moving probe the send and receive positions

are identical (assuming that the probe velocity is negligible compared to the wave

velocity). This corresponds to the main diagonal in a matrix of all send and receive

combinations, as illustrated in Figure 5.18a. If there were identical fixed transducers

at all positions, i.e. a full linear phased array (PA), it would be possible to obtain

data for all send-receive combinations such that the matrix would be fully populated,

see Figure 5.18b. For the sake of this discussion, it is assumed that each element

of the array is coupled with the same coupling characteristics as a single probe. If

random noise is neglected, the matrix is symmetric with respect to the main diagonal

due to reciprocity. Analogously to the single moving probe the same procedure of

phase-shifting and summation is applied to the phased array. The resulting signal

R̄PA(ω, k) is then:

R̄PA(ω, k) =
1

N2

N−1∑
m=0

N−1∑
n=0

Rmn(ω, k)

· e−i(xrn−xr0−xsm+xs0)k̃(ω), (5.22)

with Rmn denoting the signal sent by element m and received by element n. This

procedure is essentially the same as the synthetic phase tuning method utilised

by Wooh and Shi [117]. However, in their algorithm the diagonal of the send-

receive matrix has not been taken into account, probably due to limitations of

the multiplexer in their experimental setup. Another difference is that they have

applied delays in the time domain rather than the frequency domain which means

that dispersion and attenuation cannot be allowed for.

From (5.22) and analogous to (5.12)-(5.15) the send-receive sensitivity ḠPA of the

linear phased array can be derived as:

ḠPA(ω, k) = G0(ω, k) · 1

N2
·

m=∞∑
m=−∞

C(m) · ei(k−k̃(ω))m∆x

·
n=∞∑

n=−∞
C(n) · ei(k−k̃(ω))n∆x (5.23)

=
1

N2
· G0(ω, k) · HPA(ω, k), (5.24)
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Figure 5.19: Normalised send-receive sensitivity ḠPA, phased array consisting of N = 5

local immersion probes (25 mm long, angled at 30 ◦), spacing ∆x = 40 mm. Filled contour

levels at -10, -20, -30 and -40 dB.

where

HPA(ω, k) =

(
n=∞∑

n=−∞
C(n) · ei(k−k̃(ω))n∆x

)2

. (5.25)

Analogous to single probe spatial averaging, the sensitivity ḠPA is essentially a

product of the sensitivity G0 of a single probe or array element and a term HPA(ω, k)

that contains a DSFT of the contact function. In contrast to H(ω, k) for single probe

spatial averaging however (see (5.15)), the DSFT is performed on C(n) rather than

C2(n) using a spatial sampling interval of ∆x (rather than 2∆x) and then the

overall result is squared. The period of HPA(ω, k) with respect to k is 2π/∆x, i.e.

twice as large as for H(ω, k) in (5.15). For a given number of positions N and a

probe spacing ∆x the phased array sensitivity ḠPA(ω, k) therefore exhibits lower

side lobes and twice the spacing between periodic main lobes than the single probe

spatial averaging sensitivity Ḡ(ω, k). However, this is at the expense of doubling

the width of the main lobe which can be very disadvantageous for the separation

of modes with very similar propagation properties. Figure 5.19 shows ḠPA(ω, k)
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for a setup with N = 5 local immersion probes with a length of L = 25 mm each

and a spacing of ∆x = 40 mm. These are the same parameters as for the spatial

averaging case presented in Figure 5.13. It can be seen that side lobes in Figure 5.19

are reduced compared to Figure 5.13, the distance between periodic main lobes is

doubled and the main lobe is twice as wide.

Note that if the probe spacing of the linear phased array is chosen to be the same

as the element length, i.e. ∆x = L, then the additional periodic main lobes coincide

with minima of G0 and are therefore suppressed. This is essentially the same as a

monolithic probe with the length of the array aperture N · ∆x (see Figure 5.11).

The array interpretation of the moving probe also reveals an interesting analogy

to synthetic aperture imaging algorithms (see for example References [124–128]).

When comparing (5.7) and (5.10) to definitions given there, it turns out that spatial

averaging can essentially be regarded as a one-dimensional case of a SAFT algorithm.

The spatial averaging positions, i.e. the array, and all imaging points are located

on a single line. In conventional SAFT imaging, the array is located on the edge

of a two-dimensional imaging space. The case of the linear array corresponds in

turn to a one dimensional variant of phased array (PA) imaging (also referred to

as the Total Focussing Method (TFM)) which uses all possible send and receive

paths. The characteristics found for mode selectivity in this thesis are analogous to

characteristics of the point-spread function of these imaging algorithms.

5.4.5 Experiment on rail

An experiment to illustrate the effect of spatial averaging was carried out on a

relatively short piece of rail containing several artificial defects. The specimen was a

BS113A type rail with a length of 730 mm. Three vertical defects with a maximum

depth of 1.5 mm, 3 mm and 5 mm had been cut into the railhead corner using a

circular slitting saw blade (4” x 1/64”) so that they produced reasonably realistic

defects, see Figure 5.20a.

The probe described in Section 5.2 was operated in standard pulse-echo mode. The
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Figure 5.20: (a) Sketch of rail specimen containing artificial defects; (b) B-scan plot of

envelope of raw signals; (c) B-scan plot of envelope of spatially averaged signals (N = 20,

∆x = 10 mm); (d) tilted B-scan based on Figure 5.20c, time replaced with effective distance,

(e) mean and variation of envelopes, extracted from Figure 5.20d .
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array elements were effectively all connected together such that the array acted like

a wide monolithic probe to allow the excitation and reception of waves nearly across

the full width of the railhead. No focussing or apodisation was applied, based on

the findings discussed in Section 5.3. The excitation signal was a 5 cycle Hanning

windowed toneburst with a centre frequency at 200 kHz.

The probe was placed 700 mm away from the end of the railhead (zero position) and

then scanned 450 mm along the centreline of the rail towards the end in increments

of ∆x = 10 mm (see Figure 5.20a). Following the data acquisition, unwanted modes

were suppressed by applying the single probe spatial averaging method. Since the

mode of interest in this case, SS1, is virtually non-dispersive, the spatial averaging

process can alternatively be performed in the time domain resulting in a very fast

and simple summation algorithm.

The results are presented in Figure 5.20b as a B-scan, thus combining the A-scans

of all probe positions in one image and plotting the normalised signal envelopes on

a logarithmic grey scale. Features in the rail specimen show up as angled features

in the time-position plane with their slope corresponding to the group velocity of

the wave. The reflections from the 1.5 mm, 3 mm and 5 mm notches as well as from

the end of the rail can be seen. However, there is a very high level of coherent noise

present and the feature amplitudes vary for different probe positions. Figure 5.20c

is a B-scan plot of the signal envelopes after spatial averaging using N=20 positions,

a probe spacing of ∆x = 10 mm and a phase velocity of cp = 2970 m/s. The level

of coherent noise and the amplitude variations of the reflected signals due to the

interference of multiple modes are significantly reduced compared to Figure 5.20b.

Note that the full number N = 20 of averages has been reached only above the

dashed line in Figure 5.20c; below that there were fewer previous measurement

points available due to the short specimen. A very compact alternative means of

displaying the data can be achieved by condensing the data of Figure 5.20c into an

A-scan type plot. As a first step, the time axis is replaced with an effective distance

on the specimen based on the phase velocity cp of SS1. The probe positions have

been taken into account as well such that the B-scan is now effectively tilted and
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Figure 5.21: 2D-FFT of RF signals measured on rail specimen.

the reflections appear vertically aligned, see Figure 5.20d. The white triangle in

the top left corner indicates an area for which no data is available because of the

scanning of the probe. Furthermore, note that the area with fewer than N = 20

averages due to the short specimen (see above) was not considered which results in

an (only apparent) loss of the 1.5 mm notch in Figure 5.20d. In the second step,

for each column of the envelope matrix plotted here (i.e. a given effective distance

on the specimen) the mean across all rows (i.e. all probe positions) is calculated.

Similarly the maximum and minimum values of each column are determined. The

values for all rows are then combined, resulting in three vectors, namely the mean

of the envelopes, the minima along the columns and the maxima along the columns.

The area between the latter two is the variation of the envelopes. The mean and

the variation of the envelopes are plotted in an A-scan equivalent which indicates

clearly where defects are located in the specimen, see Figure 5.20e. (The 1.5-mm-

notch is again not visible because of omission of probe positions with fewer than

N=20 averages as explained earlier.)

The effect of the spatial averaging process in the wavenumber-frequency domain can
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Figure 5.22: 2D-FFT of spatially averaged signals with N = 20 and ∆x = 10 mm.

be visualised by performing a two-dimensional Fourier transform (2D-FFT) [87] on

the spatially averaged RF data. Figure 5.21 shows a 2D-FFT of all available raw

RF signals without spatial averaging. Dark patches in the 2-dimensional frequency

domain correspond to different modes, however in this case the number of modes

present was very high and it was difficult to identify individual modes. The limited

spatial resolution of the 2D-FFT was caused by the relatively short sampling length

due to the short specimen. The comparison with Figure 5.10 shows that the modes

SS1, SS2 and SS3 constituted the dominant patch in the 2-dimensional frequency

domain. In addition to this, there was a vast number of higher order modes con-

tained in the signal, see the indicated area in Figure 5.21. Note that the effective

spatial sampling interval of the 2D-FFT was 2∆x rather than ∆x because of the

pulse echo setup. The relatively large probe spacing caused the signals to be spa-

tially undersampled which results in the marked aliasing regions. The vertical stripe

in the area of higher order modes is due to reverberations of the incident wave inside

the probe. This stripe is actually located at a spatial frequency of 0 mm−1, however

it also appears at 0.05 mm−1 because of aliasing. Figure 5.22 is a 2D-FFT on all

available signals after spatial averaging. The dashed line in both figures represents
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the dispersion relation used for the spatial averaging process (see (5.17)) assuming

a constant phase velocity of cp = 2970 mm. Modes inside the main lobe centred

on this dashed line and in the marked aliasing regions remained unaffected, but the

unwanted modes outside these areas were significantly suppressed, see Figure 5.22.

A probe of this size is not very sensitive in these aliasing regions (see Figs. 5.9

and 5.12), which means that the high magnitude there is mainly an artefact of the

2D-FFT rather than an actual signal. Note that the vertical stripe caused by re-

verberations of the incident wave inside the probe (see Figure 5.21) has completely

disappeared in Figure 5.22. The spatial averaging process efficiently removes such

reverberations and therefore reduces the dead zone of the probe. From the compar-

ison of Figures 5.21 and 5.22 it can be concluded that the spatial averaging method

very effectively suppressed higher order modes, but there are still contributions of

some unwanted modes, most notably SS2 and SS3, as well as smaller contributions

of SS4 and SS5.

5.4.6 Conclusions

The single probe spatial averaging method was found to be a very efficient technique

to increase the mode selectivity of a probe scanned along a wave guide in pulse-echo

mode. The method can potentially be applied to any type of wave guide or probe

type. If the dispersion curves of the wave guide are known, the method makes

it possible to utilise a simple robust but not very mode selective probe for the

data acquisition and then customise the mode selectivity using the spatial averaging

technique.

The sensitivity of the probe itself acts like an additional weighting in the wave

number frequency domain. For a probe which is short in the direction along the

waveguide with a fairly broad sensitivity the effects of small manufacturing or align-

ment errors are therefore negligible. Since the effective spatial sampling interval of

the DSFT term is half the probe spacing, the main lobe of the sensitivity function

for spatial averaging is half as wide as that of a linear phased array or monolithic

probe of the same length. This advantage of spatial averaging comes at the expense
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of a halved effective spatial sampling frequency compared to a linear phased array.

If the probe spacing is too large, the suppression of unwanted modes can therefore

be insufficient due to aliasing effects. However, since the finite size of the probe itself

leads to a reduced sensitivity in certain areas of the 2-dimensional frequency domain,

spatial undersampling can be tolerated to some extent. This allows a compromise

between mode selectivity and higher probe speed due to larger intervals between the

measurement points.

The experimental test on rail has shown that the method suppressed unwanted

modes and reverberations inside the probe very efficiently. In order to isolate the

mode SS1 from the remaining unwanted modes, especially SS2 and SS3, it would be

necessary to increase the spatial averaging length. This would require very accurate

knowledge of phase velocity of SS1 with an uncertainty below 1% in order to avoid

errors in the applied phase delays. This did not appear feasible because of variations

of rail geometry and material properties. For this reason, it was decided not to

extend the spatial averaging length further and that the remaining signal content

of some unwanted modes had to be accepted. However, the achieved suppression

of unwanted modes was substantial and the method has been found to be highly

beneficial, robust and easy to implement.

5.5 Summary

In this chapter, strategies for the efficient excitation and reception of the desired

surface mode SS1 have been investigated. These involved matching the excitation

to the mode shape of the desired wave mode around the cross-section perimeter and

to the wave propagation characteristics along the waveguide.

The probe design incorporated an 8-channel transducer array orientated across the

railhead which provided the flexibility to test different focussing and apodisation

methods at the signal postprocessing stage. Unfortunately, due to issues with the

supplier of the transducer array and resulting delays, a reduced probe prototype had

to be built. However, this sliding (rather than rolling) probe performed satisfactorily
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and was sufficient for the purpose of this project.

The first approach was to optimise the excitation of the mode SS1 across the railhead

surface by array focussing and apodisation. Due to the complex geometry of the

railhead, it was decided to determine the necessary phase delays and apodisation

factors for the array elements via a reverse engineering approach using FEM. A pure

mode SS1 signal was received by a probe model and then time reversed to excite

the mode in the rail. The result was not satisfactory, since other very similar modes

were excited as well. It was found that the unfocussed array of which all channels

are excited in parallel produced a more acceptable surface wave signal. That way,

more higher order modes were excited but the signal content of modes which are

very similar to SS1 was reduced. The advantages of this are a smaller (if more

rapid) variation of the signal envelope with propagation distance and the option of

suppressing higher order modes with another method.

As a second technique, a single probe spatial averaging method has been developed

to customise the mode selectivity of guided wave probes that are scanned along

a wave guide. If the dispersion relation of the mode of interest is known, then

the sensitivity to this mode can be enhanced and other modes are suppressed. In

principle, it is therefore possible to utilise a very simple universal probe for different

waveguides and to adjust its mode selectivity by spatial averaging.

It was shown that the main effect of the spatial averaging method can be explained

as a DSFT of the probe coupling represented as a spatial window. Another way of

looking at spatial averaging is to interpret it as a one-dimensional SAFT algorithm.

Since the mode selectivity is determined by the spatial averaging length, a higher

selectivity is achieved by simply averaging over a longer distance without the need

for a long transducer. Single probe spatial averaging is limited by uncertainties of

the assumed phase velocity of the mode of interest, but appears to be robust with

respect to small random probe position uncertainties.

The benefit of the method was demonstrated experimentally using the sliding probe

mentioned above on a rail containing artificial defects. Spatial averaging over a
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distance of 200 mm with 10 mm probe spacing significantly reduced the level of

coherent noise caused by unwanted interfering wave modes. Complete suppression

of unwanted modes was not achieved because of very similar propagation properties

and uncertainties in the assumed phase velocity. A very compact visualisation of the

results was developed by combining the envelopes of the spatially averaged signals

into an A-scan type plot. This clearly indicates positions of features in the wave

guide and is therefore easy to interpret. The sliding probe with the array acting

like a monolithic probe combined with single probe spatial averaging has proven

very efficient and robust and was therefore adopted as the experimental method for

further experiments.
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Chapter 6

Detection of defects in the rail

head

6.1 Background

In Chapter 5 it was shown that a local immersion probe containing a wide transducer

(realised as an array with all channels connected in parallel), in conjunction with

a spatial averaging method to boost mode selectivity at the signal postprocessing

stage, would be a suitable setup for rail inspection purposes. The probe was sliding

rather than rolling, however it was expected that the experience gathered with this

prototype could be transferred to a wheel probe at a later stage. In order to assess the

performance of the method for reliable defect detection, experiments were performed

on a number of specimens containing artificial defects and real RCF cracks. The

results and their implications are discussed in this chapter.

After a brief explanation of the experimental procedure, the results of measurements

on specimens containing artificial defects are presented. This is followed by a detailed

section on specimens containing different kinds of real RCF cracks.
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6.2 Experimental procedure

The probe, the measurement procedure and the signal processing were the same

as in Section 5.4.5. The probe was scanned along the specimens with a spacing

of ∆x = 10 mm, its position being measured with a ruler. The array was run

as a monolithic transducer, i.e. all elements were effectively connected in parallel.

(Note: For the experiments with artificial defects this was done in software by

summing all acquired send and receive signals of the array; for all other experiments

the elements were physically connected in parallel.) The excitation signal was a 5

cycle Hanning windowed toneburst with a centre frequency of 200 kHz, which was

generated by a ”Macro Design WaveMaker-Duet”. This was operated in pulse-echo

echo mode and amplified the received signal before sending it to an oscilloscope.

At each measurement point the probe was carefully aligned, the data acquisition

was triggered manually and the summed average of 50 signals was captured by the

oscilloscope and then transferred to a PC. This procedure took nearly 1 min per

measurement position, which is of course far from being a fast moving setup. The

high number of averages and a very low pulse repetition frequency (in the order of

10 Hz) was chosen to suppress noise caused by signal reverberations in the relatively

short specimens (many of them less than 1 m long). Note that the problem of signal

reverberations would be significantly reduced in longer sections of rail, such that it

should be possible to do single shot data acquisition in practice on the rail track.

All settings of the test equipment were kept the same throughout the experiments

for the comparison of the results in this section. However, small unintended varia-

tions may have occurred due to limited accuracy of the amplifier settings as well as

coupling changes. After a full set of measurements on each specimen, the data was

postprocessed with MATLAB. All signals were bandpass filtered in the range be-

tween 50 and 500 kHz using a non-causal butterworth filter without phase distortion.

Afterwards, the spatial averaging algorithm was applied according to Section 5.4.2,

with cp = 2970 m/s. The data was then condensed into A-scan equivalents as ex-

plained in Section 5.4.5.
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Figure 6.1: Surface wave scans of rail containing artificial defects. Solid line: specimen

1 containing a 3 mm and 5 mm deep transverse notch. Dotted line: specimen 2 containing

a 10 mm deep transverse notch.

6.3 Artificial gauge corner defects

The system was first tested on a number of specimens containing artificial defects.

The test specimens were three BS113A type rail sections: specimens 1 and 2 were

about 730 mm long, specimen 3 was about 1350 mm long. Vertical and angled

notches were machined into the railhead corner using circular slitting saw blades

(4” x 1/64” for 1.5 mm to 5 mm deep notches, 5” x 1/32” for a 10 mm deep notch,

4” x 1/32” for an angled 3 mm deep notch) so that they produced reasonably realistic

defects.

6.3.1 Isolated transverse defects

Figure 6.1 shows the results obtained from two specimens containing well separated

transverse defects. The solid line depicts the mean of the envelopes obtained from

specimen 1 and is identical to Figure 5.20e. A sketch of the specimen is shown

in Figure 5.20a. Note that the 1.5 mm notch also contained in the specimen is
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not shown in Figure 6.1 because of gating in the signal processing as explained

in section 5.4.5. The reflected amplitudes of the 3 mm and 5 mm deep gauge

corner notches do not differ significantly, partly because of the energy loss of the

incident wave at the 3 mm notch. The 5 mm notch is followed by a longer tail of

additional signals. The dotted line in Figure 6.1 is the mean of the envelopes from

measurements on specimen 2 which contained a single 10 mm deep gauge corner

notch. In terms of rail safety such a defect would be considered critical. Its reflected

amplitude is much higher than that of the two shallow notches since the defect covers

a larger portion of the cross section in which the mode SS1 is sensitive to defects,

see Figure 4.9. Finally, the end-of-rail reflection in both A-scan equivalents appears

as a large group of interfering signals due to complex mode conversion and waves

propagating round the corner across the end face causing additional reflections.

Note that the curves shown here depict only the mean of the envelopes; there are

still position dependent variations of the envelopes due to the presence of multiple

unwanted modes which were not fully suppressed by the spatial averaging process.

The fact that the reflection of the critical 10 mm notch is far more pronounced than

those of the shallow notches underlines the potential of the method as a screening

tool. Since the reflected amplitude is lower than that of the end reflection, there

seems to be more headroom left for the discrimination of larger defects. Note that

a larger reflected amplitude can be due to deeper as well as wider defects.

6.3.2 Clusters of transverse defects

So far the considered defects were well separated and their respective reflections did

not interfere. Since RCF defects usually occur in clusters, it was crucial to assess

whether a critical defect could be detected in a dense cluster of non-critical shallow

ones. As a first step, seven 3 mm deep transverse defects were machined into the

gauge corner of rail specimen 2. The spacing of the defects was chosen to be 10 mm

which is less than the wave length of 15 mm at the tone-burst centre frequency

(200 kHz). The dashed line in Figure 6.2 shows the resulting A-scan equivalent

of a surface wave scan covering the part of the specimen containing this cluster of
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Figure 6.2: Surface wave scan of specimen 2 with artificial defects. (1) Dashed line:

cluster of seven 3 mm deep transverse notches. (2) Dotted line: single 10 mm deep trans-

verse notch. (3) Solid line: seven transverse notches, the central one 10 mm deep, all

others 3 mm.

shallow defects. The reflection from the entry of the cluster is clearly visible and

appears to be similar but slightly higher in amplitude than that of a single 3 mm

deep defect, see Figure 6.1 for comparison. However, since the defect spacing is

smaller than the wavelength, the individual reflections of the following defects in

the cluster interfere and cannot be distinguished. This may be less of a concern

for the application as a screening tool, if it is possible to detect defects within the

cluster which are deeper compared to the cluster entry. To verify this, six 3 mm

deep notches spaced 10 mm apart were added around the existing 10 mm notch in

specimen 2 to simulate an identical cluster, but with a hidden critical defect. The

dotted line in Figure 6.2 is the A-scan equivalent of the specimen with the 10 mm
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notch only (same as in Figure 6.1), the solid line is the A-scan equivalent after the

machining of the shallow notches. The latter shows that the 10 mm deep defect in

the cluster can be detected very clearly and is not masked by the preceding shallow

defects. However, its amplitude is lower than in the isolated case. This is likely to be

caused by multiple scattering inside the defect cluster which also affects reflections

from subsequent features, see in this case the reduced amplitude of the end-of-rail-

reflection. The results of this experiment were a first indication that the detection of

a deep defect in a shallow cluster could be possible, but that accurate sizing would

be difficult.

6.3.3 Isolated angled defects

The third specimen contained a 3 mm deep defect angled at 20◦ to the railhead

surface, see the sketch in Figure 6.3. Its orientation and position was chosen such

that its projection onto the rail cross-section would be identical to that of the vertical

3 mm notches of the other two specimens. Surface wave scans were performed in

both directions on the specimen; the results are shown in Figure 6.3. In measurement

set 1 (dotted line) the defect tip pointed away from the probe position, whereas in

set 2 (solid line), it pointed towards the probe and thus forced the surface wave to

propagate partly on a tapering wedge. The reflection in set 2 is more pronounced

and has a longer signal tail compared to that of set 1. As indicated by the light

and dark grey areas the respective envelopes in both sets of measurements vary

significantly which again confirms the presence of multiple modes. However, the

maximum of the mean of set 2 agrees well with the reflection of the transverse

3 mm notch in Figure 6.1 which matches the cross section projection of the angled

notch. The reflection arrival of set 2 corresponds well to the location of the defect

mouth. As opposed to this, the main reflection of set 1 has a lower amplitude and its

arrival corresponds to the defect tip. Apparently, the angle of the defect is extremely

shallow such that there is no significant reflection of the incident wave at the defect

mouth from this direction. This kind of behaviour is in line with findings regarding

Rayleigh waves which exhibit a very low reflection coefficient when reflected from
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Figure 6.3: Surface wave scan of specimen 3 with an angled defect. Solid and dotted

lines denote mean of the envelopes of measurements in both directions, light and dark grey

areas indicate the corresponding variation of the envelopes.

wedge corners with wedge angles larger than 150◦ [53]. The difference between the

two sets of measurements in our example is therefore due to the fact that for direction

1 the reflected signal is mainly caused by the defect tip and for the opposite direction

mainly from the defect mouth. This implies that it is highly beneficial to perform

surface wave scans in both directions in order to maximise the usable information

obtained from features in the rail.
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Figure 6.4: Surface wave scan of RCF specimen I.

6.4 Specimens containing real RCF defects

The system has also been tested on many samples of realistically damaged rail, three

examples of which are presented here. For all three cases the probe setup and the

signal processing are the same as discussed before. Spatial averaging was always

carried out using N = 20 positions, a probe spacing of x = 10 mm and a phase

velocity of cp = 2970 m/s.

6.4.1 RCF specimen I

The first example was a 3 m long test specimen at ESR Technologies Ltd. (UK)

which contained some isolated areas of gauge corner cracking. It was sufficient to

scan the probe over a distance of only 500 mm from one end of the specimen (start-

ing 100 mm from the end due to the probe size), since the signals were found to

easily cover the remaining 2.5 m up to the other end. Figure 6.4 shows the A-scan

equivalent for the whole specimen after spatial averaging over N = 20 positions.

It was not possible to section the rail, so instead of this, the results were corre-
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Figure 6.5: Measurement on RCF specimen I. Comparison of (a) photograph after dye

penetrant inspection; (b) MAPS stress measurement; (c) surface wave inspection using

spatial averaging.

lated with the prototype MAPS residual stress measurement method developed by

ESR [129]. The defect locations indicated agree perfectly with locations of tensile

stresses determined by MAPS as well as photographs after dye penetrant inspection.

An example for a single defect location is shown in Figure 6.5, in which (a) is a top

view photograph of the rail after dye penetrant inspection, (b) a MAPS graph and

(c) the corresponding enlarged section of the surface wave A-scan equivalent taken

from Figure 6.4.
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6.4.2 RCF specimen II

A second example is shown in Figure 6.6. This approximately 700 mm long specimen

obtained from Network Rail (UK) was tested in both directions and then sectioned.

The probe was scanned in a range of 50 mm - 400 mm from both ends of the spec-

imen. Both resulting A-scan equivalents have been combined in Figure 6.6a, thus

showing all detected features in a compact way. In addition to the end reflections,

the plot clearly identifies a defective area in the middle of the specimen. The top

view photograph of that area (Figure 6.6b) confirms that there was obvious surface

damage in that region (so-called ”squats”). However, it was not clear from visual

inspection whether there were cracks underneath the dark spots or not. Figure 6.6c

is an enlarged image of the defective area with indications for the two longitudinal

sections taken. The enlarged surface wave A-scan in Figure 6.6f denoted by the solid

line indicates defects between about 220 mm and 310 mm on the effective distance

scale, but not underneath the surface damage between 320 mm and 340 mm. This is

confirmed by the two sections shown in Figures 6.6d and e. The presented method

has therefore correctly distinguished cracked from un-cracked areas. However, the

complex defect shapes and their close spacing causes interference of reflected sig-

nals. Depending on the wave propagation direction and distance these interference

patterns change, resulting for example in different envelopes for the two send direc-

tions shown in Figure 6.6f. Both the magnitude and the precise location of maxima

differ slightly, see Figure 6.6f. Precise defect sizing as opposed to detection appears

therefore to be difficult.

6.4.3 RCF specimen III

The third example is a 5.5 m long specimen also obtained from Network Rail, which

contained large areas of severe RCF cracking and surface spalling at both ends

and a seemingly defect free area in the middle. Surface wave scans were carried

out on several areas on the specimen in both directions (forward and backward).

Figure 6.7 shows the A-scan equivalent of a forward scan with a probe spacing of
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Figure 6.6: Measurements on RCF specimen II. (a) Surface wave inspection in two di-

rections using spatial averaging; (b) photograph of defective surface area; (c) enlarged area

of Figure 6.6b with sectioning indications; (d) photograph of section A-A; (e) photograph

of section B-B; (f) enlarged part of surface wave scan in Figure 6.6a on same scale as

Figures 6.6c-e for comparison.
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10 mm performed between 1000-1500 mm measured from one end of the specimen.

In the same way, the A-scan equivalents resulting from backward scans between

2000-2500 mm as well as 1000-1500 mm are presented in Figures 6.8 and 6.9. Note

again that the measurements were only performed in these 500 mm long regions,

however each set of results covered a much larger region. For a better overview the

mean envelopes shown in these three graphs are presented again in a combined plot

in Figure 6.10a with a sketch of the specimen in 6.10b. The first thing to notice

is that the A-scans in Figures 6.7, 6.8 and 6.10a indicate two defect locations in

the middle of the specimen where the surface seemed intact at first sight. Both

scans consistently show a very strong reflection from an area around 1600 mm on

the effective distance scale and a smaller one from a location at approximately

1350 mm. Apart from the two indicated regions there are no further reflections

between about 900 and 3200 mm, see Figure 6.10a. Beyond this range there is a

region at each end of the specimen with a multitude of interfering reflections which

correspond to visibly defective regions with severe RCF defects and surface damage,

see the specimen sketch in Figure 6.10b. Note that it is not possible to distinguish

the end of rail reflection at the right end of the defective region in Figures 6.7

and 6.10a from other reflections. The rail section at this end had a very irregular

shape and rough surface due to flame cutting of the specimen and therefore caused

rather complex and disperse reflections. As opposed to this, the other end was sawn

off and the resulting smooth surface led to a very clean pronounced reflection, see

Figures 6.8-6.10a. The boundaries of the surface damage regions and the isolated

defects cause the most pronounced signals and are therefore of special interest. In

order to validate the measurements, three regions were cut out of the specimen

for sectioning as indicated in Figure 6.10b and the findings are discussed in the

following.

The first section region corresponds to the boundary of the surface damage region

at one end of the specimen, see Figure 6.10b. Figure 6.11a shows a top view pho-

tograph of the region in inverted greyscale to emphasise severe RCF defects and

spalling areas. Three longitudinal sections were taken with a spacing of 10 mm

as indicated in Figure 6.11a, photos of these are shown in Figures 6.11b-d. An
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Figure 6.7: A-scan equivalent of surface wave scan on RCF specimen III. Forward scan

between 1000-1500 mm.
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Figure 6.9: A-scan equivalent of surface wave scan on RCF specimen III. Backward scan

between 1000-1500 mm.

enlarged section of the combined A-scan equivalents in Figure 6.10a is shown in

Figure 6.11e matching the scale of the photographs. The section photographs re-

veal the remarkable 3-dimensional complexity of the defects: Figure 6.11b shows

a very dense cluster of cracks with many branches, in Figure 6.11c many of these

cracks are joined to form a single massive horizontal crack and in the third section

in Figure 6.11d there are again separate angled defects. Most cracks in all three

sections extend to a similar depth, many of them to more than 5 mm which means

that the condition of the rail in this whole area is critical. Due to this complex and

consistently dense cracking and the resulting interference of ultrasonic reflections

the A-scan equivalents in Figure 6.11e (see also Figure 6.8 and 6.9) do not resolve

single defects. Instead, there is a strong and relatively wide group of reflections

from the boundary of the defective region (labelled ”entry reflection” in Figure 6.9)

and decaying reflections thereafter. This kind of reflection behaviour appears to be

typical for closely spaced defect clusters since it also has been observed for artificial

defects as discussed in Section 6.3.2. It applies as well to the defective region at

the other end of the specimen in Figure 6.7 and 6.10a. Note however, that there

is a significant difference in magnitude and shape between the two pictured A-scan

equivalents in Figure 6.11e (compare also Figure 6.8 and 6.9). The solid line in
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Figure 6.10: (a) Combined surface wave A-scan equivalents (mean of the envelopes only)

of three scanning regions on RCF specimen III, taken from Figures 6.7-6.9. (b) Sketch of

specimen.

Figure 6.11e exhibits a very high magnitude over a relatively wide distance at the

boundary of the defective region on the right and a lower one towards the end of

rail reflection on the left, see also Figure 6.9 on a different scale. In contrast to this,

the dotted line (corresponding to the scan shown in Figure 6.8) remains on a more

consistent level for the whole defective region. This observation can be explained

again by multiple modes contained in the signal which lead to varying signals am-

plitudes depending on the distance between probe and defect. Furthermore, the

signals corresponding to Figure 6.8 were transmitted through the isolated defects

in the middle of the specimen before and after being reflected from the RCF region

141



6. Detection of defects in the rail head

A-A(b)

A A

C

centreline

(a)

BB

C

(c) B-B

(d) C-C

820 840 860 880 900 920 940
0

2

4

6

x 10-3

Effective distance (mm) for cp = 2970 m/s

A
m

p
li

tu
d

e 
(a

rb
. 
u

n
it

s)

1000-1500 mm backward

2000-2500mm backward

(e)

Figure 6.11: Measurements on RCF specimen III, section region 1. (a) Photograph of

defective surface area (inverted grey scale) with sectioning indications; (b) photograph of

section A-A; (c) photograph of section B-B; (d) photograph of section C-C; (e) enlarged

part of combined surface wave scan in Figure 6.10a on same scale as photographs for

comparison.
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Figure 6.12: Zoom into Figure 6.10a, combined surface wave A-scan equivalents (mean

of the envelopes only) of three scanning regions on RCF specimen III.

which has a frequency filtering effect on the signals. In addition to this, multiple

scattering caused by these defects complicates the transmitted signal even further.

Due to the extremely bad condition of the rail it is not surprising that the surface

wave inspection method cannot deliver very detailed results. However, it can be

stated that even in this worst case scenario the location of the defective area has

been correctly determined and that the complexity of the received signal indicates

qualitatively the damage severity.

The second and third sectioning regions are located in the range of the isolated

defects as indicated in Figure 6.10. Figure 6.12 is an enlarged plot of Figure 6.10a

focussing only on the region around these defects. Note that there are apparent de-

fect indications to the right of the signal at 1600 mm for the dotted curve and to the

left for the solid curve, but none in the opposite direction scans. These ”ghost” in-

dications do not correspond to defects but are caused by multiple scattering around

the true defects. They occur in the signal after the reflection of an actual defect

location and can therefore readily be identified when comparing the two scans in
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Figure 6.13: Measurements on RCF specimen III, section region 2. (a) Photograph of

defective surface area (inverted grey scale) with sectioning indications; (b) photograph of

section A-A; (c) photograph of section B-B; (d) photograph of section C-C; (e) enlarged

part of combined surface wave scan in Figure 6.10a on same scale as photographs for

comparison.
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opposite directions shown in Figure 6.12. (Note that in practice, such ”ghost” indi-

cations, i.e. reverberations which follow the directly reflected signals, could also be

received from other features in the rail, e.g. block joints.) The longitudinal sections

cut out of region 3 between 1700-1830 mm confirmed the absence of defects in that

range. Section range 2 was chosen such that it contained the defect location around

1600 mm. The top view photograph in Figure 6.13a shows two isolated defects

which were only visible under certain lighting conditions. The section photographs

in Figures 6.13b-d illustrate again the 3-dimensional complexity of even such iso-

lated defects: they exhibit different angles and a changing number of branches in

the three different sections. Figure 6.13b supports the common assumption that the

defects tend to grow in one direction (depending on the traffic direction), however

in Figure 6.13c and d there are also branches in the opposite direction. Further-

more, the defects are only partly surface breaking; in section C-C in Figure 6.13d

both defects are situated below the surface. Due to multiple scattering the cracks

are not separated in the two A-scan equivalents in Figure 6.13e, but appear as one

defective area. Depending on the incident wave direction, the reflected amplitude of

the defect located closest to the probe appears larger than that on the other side.

The magnitude of the A-scan equivalent of the isolated defects in section range 2

appears to be larger than that of the clustered defects in section range 1, however

the defects are not as deep. This illustrates again that the presence of multiple

modes and interfering reflections makes correct defect sizing unlikely. However, the

defective region has been correctly detected with a very high accuracy, confirming

the reliability of the method as a screening tool.

So far, the presented A-scan equivalents were generated based on measurements

taken on more or less intact regions of the specimen surface. Figure 6.14 shows

an example for which the probe was scanned over the severely damaged surface at

one end of the rail. Substantial spalling and surface cracks reduced the amount of

energy transmitted into the rail leading to a low signal-to-noise ratio. Furthermore,

reverberations in the excitation area mask reflections from other parts of the rail such

that they are hardly identifiable even with previous knowledge of feature locations

based on the other scans, see Figure 6.14. However, the limited usability of such data
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Figure 6.14: A-scan equivalent of surface wave scan on RCF specimen III. Backward

scan between 4700-5400 mm on a severely damaged surface.

from probe locations with severe surface damage is fully compensated by the fact

that there is sufficient redundancy in data obtained from other positions as seen

above. Furthermore, the strong reflections and severe variations of the envelopes

obtained at a severely damaged location are a good indication of the poor state of

the rail surface in itself and can therefore give valuable qualitative confirmation of

surface damage identified from other probe positions.

6.5 Summary

In this chapter, the developed surface wave inspection method was tested on speci-

mens with artificial defects as well as rail containing real RCF defects.

The results from artificial transverse gauge corner defects indicated an increasing

reflection with increasing defect portion of the cross-section in which the mode SS1 is

sensitive to defects. The reflection of a 10 mm deep defect was far more pronounced

than those of shallower ones, and there appeared to be headroom left to distinguish

146



6. Detection of defects in the rail head

even deeper defects. In a cluster of shallow defects it was possible to detect a

critically deep defect. The latter was not masked by the shallow ones, however, it

appeared with a lower amplitude than in the isolated case. Results from an angled

defect implied that it is highly beneficial to perform surface wave scans in both

directions in order to maximise the usable information obtained from features in the

rail.

Tests on specimens containing real RCF defects have confirmed that the method can

reliably distinguish between defective and defect-free areas. Furthermore, in areas

with visible surface damage the method has proven capable to discriminate between

locations with relevant defects and those with tolerable superficial damage. The

signals can easily be propagated over a distance of several metres such that regions

with severe surface damage, and hence reduced probe coupling, can be assessed from

areas with better surface condition. However, precise sizing of real defects appears

to be difficult due to the complex crack shapes and small spacing in defect clusters

which lead to interfering signals. Nevertheless, certain patterns in the reflected

signals could prove useful to qualitatively identify types and severity of defects, for

example the presence of severe defect clusters.
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Chapter 7

Conclusions

7.1 Review of thesis

In this thesis, the use of ultrasonic surface waves for rail inspection has been inves-

tigated. Currently deployed inspection systems have not proven reliable enough for

the detection of rolling contact fatigue (RCF) cracks which are of growing concern

for the railway industry. The aim of this project was therefore to develop a robust

screening method which would reliably detect critical RCF defects in the railhead

and could be integrated into moving inspection systems.

Chapter 1 of this thesis briefly reviewed types of defects found in the railhead with

emphasis on those caused by RCF. The current rail inspection methods and their

shortcomings were discussed and the need for a complementary inspection method

identified. Some current research elsewhere into new methods was outlined which

partly took place concurrently with this work. After having established the basic

context, the aims for this project were formulated and surface waves were suggested

as a promising candidate to address the problem.

In Chapter 2, a literature review was undertaken regarding the use of surface waves

for non-destructive testing applications in general as well as more specifically for

rails. Possible approaches in terms of measurement type, frequency range and trans-
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duction system were discussed and the most promising approach identified.

Chapter 3 described how the suggested approach was first tested on plates with the

thickness of a railhead rather than on rails to reduce the system complexity. A simple

immersion probe was developed and experiments with isolated transversal notches

in thick steel plates were carried out. The experiments and additionally performed

finite element (FE) simulations confirmed that the approach was promising, but also

that mode control would be an issue.

For this reason, the characteristics of surface wave modes in rails were investigated

in Chapter 4. No data had been published yet for guided wave modes in rails in

the frequency range of interest and surface waves in particular, therefore dispersion

curves and mode shapes for guided wave modes in rails were determined using a

FE method. The dominant surface wave modes were extracted and a mode suitable

for inspection purposes was identified. Some important properties of surface wave

modes and the resulting issues were discussed. The content of Chapter 4 has been

published (see [P3] in the List of Publications).

The efficient excitation and reception of the selected surface wave mode was inves-

tigated in Chapter 5. The initial plan to design a wheel probe had to be abandoned

due to the severely delayed supply of the commissioned transducer array. There-

fore, a sliding probe prototype containing the array was built. Two signal processing

methods were investigated to improve mode selectivity: array focussing and single

probe spatial averaging. An experimental procedure and signal processing routine

for the surface wave rail inspection process resulted from this chapter. The investiga-

tion of the single probe spatial averaging method has been submitted for publication

(see [P5] in the List of Publications).

Chapter 6 discussed the results from testing the developed inspection method on

rail specimens containing artificial defects and real RCF cracks. The presented

experimental results have been submitted for publication (see [P6] in the List of

Publications).

The findings of this thesis will be summarised in the following section.
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7.2 Summary of findings

Surface waves are highly sensitive to defects on or below the running surface of rails

and allow screening of several metres of rail from a single inspection position. In

order to develop a robust defect detection method it was decided to measure the

signal amplitude of surface waves reflected from features in the rail. In contrast

to transmission measurements conducted by other authors (see e.g. [18–20,27–30]),

this has the advantage that information on defect locations can be directly retrieved

from the measured signal. Furthermore, amplitude changes due to changed surface

condition cannot falsely be interpreted as defects.

In order to distinguish critical cracks with a depth of more than 5 mm from shallower

tolerable ones, the frequency range of the surface waves needed to be chosen such

that the reflected signal amplitude would increase with increasing defect depth.

Based on the behaviour of Rayleigh waves on a half space, the frequency range

around 250 kHz and less was found to be suitable.

A sliding local immersion probe (to be replaced in practice by a wheel probe) scanned

along the rail in pulse-echo mode was utilised for signal excitation and reception.

This solution was favoured over non-contact methods because of its robustness,

high-signal-to-noise-ratio and possibly easier integration with existing inspection

methods. However, the findings of this thesis are not restricted to this probe type

and apply to other methods as well.

Mode selectivity was found to be the major issue when using low frequency surface

waves. Even experimental tests on plates, being a simpler waveguide than rails,

showed that a finite size surface wave probe excited a number of unwanted modes.

These interfered with each other and caused signal amplitude variations of the ex-

cited and reflected signals depending on the position of the probe. Such amplitude

variations complicate signal interpretation and could potentially lead to significant

over- or underestimation of defect depths. It turned out that calculating the mean

of the reflected signals for different probe positions was not sufficient to remove the

effect of unwanted modes.
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For rails, the problem of mode selectivity is even more significant. In a simple

initial experiment, it was found that a large number of very similar surface wave

modes is easily excitable from the top of the railhead. In order to investigate this

further, the mode shapes and dispersion curves of guided wave modes in rails up

to frequencies of 350 kHz for new and worn rail were determined and symmetric

and antisymmetric surface wave modes were extracted. Good agreement between

these and the experiment was found. It was shown that among the guided wave

modes there is a symmetric surface mode well suited for inspection purposes (here

named SS1) whose non-dispersive behaviour is not affected by rail wear down to

frequencies as low as 180 kHz. However, in order to develop a reliable inspection

method it would be necessary to suppress the large number of similar unwanted

modes.

The problem of mode control was complicated by the requirement that it should be

possible to integrate the method into an moving inspection unit. Only the upper

surface of the railhead would be accessible since lower parts could be obstructed by

switches, fasteners etc. To optimise the excitation and reception of surface waves

within this limitation, a sliding probe with a transducer array across the railhead

was built and two signal processing strategies were tested.

The first approach involved focussing and apodisation of a transducer in order to

match the desired mode on the running surface and compensate for the rail curva-

ture. This turned out to be inefficient and not robust. Practical issues such as probe

alignment, rail wear and transducer quality as well as finite element simulations with

disappointing results led to the conclusion that mode matching across the railhead

is not worth pursuing. The reason for this is that the part of the rail reasonably

accessible to a moving probe is not wide enough to significantly differentiate the

large number of possible surface wave modes. Instead of time consuming phased

array techniques, it is sufficient to utilise a large monolithic transducer (or, as in

this work, an array with all elements connected in parallel) covering the width of

the railhead.

The second approach developed in this thesis to improve mode selectivity utilises the
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successively acquired data from scanning the probe along the rail. This single probe

spatial averaging method exploits the redundancy in the signals due to the overlap

of screened rail sections from several probe positions. The technique allows the

mode selectivity of a scanned probe to be customised at the signal postprocessing

stage and acts like a filter in the wavenumber-frequency domain. The algorithm

can be interpreted as a one-dimensional SAFT algorithm and consists of phase-

shifting of successively acquired waveforms to a reference position and subsequent

summation. It was shown that the main effect of the spatial averaging method can

be explained as a DSFT of the probe coupling represented as a spatial window.

Since the mode selectivity is determined by the spatial averaging length, a higher

selectivity is achieved by simply averaging over a longer distance without the need

for a long transducer. Performing a 2D-FFT on the processed data has proven

to be a useful tool to monitor and tune the filtering effect of the method. The

spatial averaging technique is limited by uncertainties of the assumed phase velocity

of the mode of interest, but appears to be robust with respect to small random

probe position uncertainties. It was shown that spatial averaging over a distance of

200 mm with 10 mm probe spacing significantly reduced the level of coherent noise

caused by unwanted interfering surface wave modes in rails. Complete suppression

of unwanted modes was not achieved because of very similar propagation properties

of some unwanted modes and uncertainties in the assumed phase velocity of the

desired mode SS1. A very compact visualization of the results was developed by

combining the envelopes of the spatially averaged signals into an A-scan type plot.

This clearly indicates positions of features in the wave guide and is therefore easy

to interpret. In general, single probe spatial averaging has proven very efficient and

robust and appears to be very useful for rail inspection as well as other applications.

The finalised inspection method, comprising the sliding probe with an array used as

a wide monolithic transducer and the spatial averaging postprocessing, was tested

on a number of rail specimens containing artificial defects and real RCF cracks.

Sending surface waves in both directions along the rail was found to be beneficial in

order to maximise the information obtained on angled cracks and identify ”ghost”

signals, i.e. signals which are no defect indications, but are caused e.g. by reverber-
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ations at a defect. It was shown that the complex geometry of real cracks and the

interference of reflections from multiple defects leads to very complex signals such

that accurate sizing does not appear to be feasible. However, it was shown that areas

with cracks were reliably detected, even over a distance of several metres. Further-

more, the method has proven to reliably distinguish areas with cracks from those

with tolerable shallow surface damage. Moreover, deep defects were detected even

with multiple smaller ones in front. The inspection method developed in this thesis

therefore appears to be very suitable for the detection of defects in the railhead,

especially those originating from RCF. It could be easily integrated into existing

inspections systems as a complementary method and thus enhance the reliability of

rail inspection.

7.3 Future Work

7.3.1 Rail inspection system

The next step for further development of the presented rail inspection method should

be the design of an inspection trolley or ”walking stick” which can be moved along

the rail. It will be necessary to develop a wheel probe and an automated data

acquisition system, such that the whole system can be operated at least at walking

speed. In order to achieve this, the data acquisition needs to be performed on a

single shot basis, rather than by summed averaging. As explained before, the main

reason for performing averaging was to suppress reverberations in the relatively

short specimens. This should not be an issue on longer rail sections and continuous

track. Additionally, there is potential to improve the shielding and utilise balanced

connections to reduce environmental noise, such that single shot data acquisition

should be feasible.

As was shown in this thesis, it will not be necessary to deploy a phased transducer

array; instead it would be sufficient to utilise a single large transducer inside the local

immersion wheel probe. Apart from being a more robust and cost-effective solution
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this would also make it feasible to use a probe at frequencies lower than the current

200 kHz. It would therefore be possible to increase the penetration depth and reduce

the unwanted sensitivity to very shallow defects at the surface. A crucial issue of the

wheel design itself will be the damping of internal reverberations. In order to excite

and receive signals at the appropriate spacing ∆x for spatial averaging, there needs

to be a trigger for the automated signal excitation and data acquisition system. This

could for example be realised using a wheel which contains a rotary encoder (e.g. a

quadrature encoder) to measure the relative probe position.

The system should then be tested both in the laboratory and on track to gain more

experience with real defects and develop the signal processing further. It might for

example be possible to further optimise the spatial averaging parameters for an even

higher mode selectivity.

As was found in this thesis, it is beneficial to send surface waves in both directions

along the rail to maximise the obtained information on angled defects and identify

”ghost” signals, i.e. signals which are no defect indications, but are caused e.g. by

reverberations at a defect or block joint. An interesting issue would therefore be

the arrangement of either several wheel probes or two transducers in one probe to

achieve coverage of both directions. With several probes it would also be possible

to perform additional pitch-catch measurements along the rail. A data fusion of

the pulse-echo method developed in this thesis and pitch-catch methods considered

by other researchers (e.g. [18–20,27–30]) could improve the overall reliability of the

system.

The experiments presented in this thesis were carried out by step-wise manual move-

ment of the probe. This meant that so far it was not necessary to consider potential

issues and restrictions of a higher probe speed. For further development of the

method involving integration into a pushed device at walking speed, i.e. about 1-

2 m/s, or the implementation into an inspection train, with a possible envisaged

speed around 30 m/s, inspection speed related issues need to be considered. Some

of these are outlined in the following brief discussion.
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Figure 7.1: Max. probe speed as a function of spatial averaging probe distance ∆x and

coverage per measurement.

If the probe moves along the rail, then the emitted and received waves will be

affected by the Doppler effect. However, even the high speed of a train-mounted

probe (30 m/s) would be very low compared to the surface wave velocity, i.e. around

1%. The Doppler effect of such a system appears therefore to be negligible, especially

for operation at walking speed which would be less than 0.1% of the wave velocity.

A much more important problem is the pulse repetition frequency (PRF) of the

emitted signal and related issues. In the current quasi-stationary setup which was

used on relatively short specimens, the PRF was chosen to be very low (in the order

of 10 Hz). This allowed reverberations in the specimens to die down before the next

signal was emitted. Moreover, it was possible to maximise the coverage from each

measurement location, since even very small reflections which had travelled very long

distances could still be identified. In a moving setup, the PRF would have to be

adjusted such that signals are emitted and received according to the measurement

spacing ∆x required for the spatial averaging process. As was discussed before,

∆x = 10 mm gave good results, it seems possible to increase that to ∆x = 20 mm

without too much effect of spatial aliasing. However, increasing the PRF reduces
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the coverage lmax from a single measurement position, i.e. the maximum distance

a wave can travel from the probe and back before the next signal is sent. A rough

estimate for the maximum possible probe speed cProbe as a function of the desired

measurement spacing ∆x and the maximum coverage lmax without considering delay

lines of the probe design (e.g. transducer stand-off in the probe) would be:

cProbe =
∆x

2lmax

cp. (7.1)

Note that this does not take reverberations at features in the rail into account which

might still interfere with subsequently emitted signals. In Figure 7.1, this relation

is illustrated for the cases ∆x = 10 mm and ∆x = 20 mm with an assumed phase

velocity of the excited mode of cp = 2970 mm. It can be seen that for walking speed

(cProbe ≈ 1-2 m/s) the possible coverage is large, i.e. 5 m and more. For a train

mounted probe, it would be less than a metre. As was seen in the experiments in

this chapter, a coverage of 5 m can easily be realised from a single measurement

position, potentially even more. This means that the real problem is to limit the

actual wave propagation to the coverage lmax such that the probe speed cProbe can

be realised with a measurement spacing of ∆x without interference of reflections

from emitted and previously emitted signals.

One possibility of doing this would be to deploy a ”damping wheel” which would

need to be pressed onto the rail surface and thereby would attenuate the surface

wave signals at a fixed distance from the wheel probe. Another way of dealing with

reflections from previous signals could be to vary ∆x between the measurement

positions. Since the covered distance would need to be measured anyway, e.g. by

means of a wheel containing a rotary encoder, one could trigger the data acquisition

either according to a fixed pattern of different ∆x or even completely randomly. By

applying the spatial averaging process with the correct phase shifts the unwanted

reflections would be treated as incoherent noise and would be suppressed. Both

these approaches should be considered for future work.

Both the maximum coverage lmax and the measurement spacing ∆x used for spatial

averaging lead to a limit of the possible inspection velocity. It is therefore crucial

to explore the limits of both parameters further and find an optimum balance.
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However, the issues considered here apply mainly to a very fast moving setup, i.e.

a train borne system. A device operating at walking speed should not be affected

by these issues and therefore appears to be relatively straightforward to realise.

7.3.2 Universal guided wave probe

The single probe spatial averaging method developed in this thesis could be used

to design a universal guided wave probe. This could be useful for example for

the inspection of a lot of similar components of slightly different dimensions, such

as stiffeners in a bigger structure. The mode selectivity of a simple robust probe

scanned along any wave guide structure could be adjusted in software without the

need of changing the probe.

It could even be possible to retrieve the necessary dispersion relation of the desired

mode experimentally with the same probe without the need of modelling. The

probe could be scanned towards a feature in the structure and the dispersion curves

could be extracted from a 2D-FFT performed on the reflected signals. This would

allow instant adjustment of the mode selectivity even to structures with unknown

properties.
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Appendix A

FEM simulations for Rayleigh

wave reflection coefficient

In order to determine the spectral reflection coefficient of pure Rayleigh waves scat-

tered by transverse defects in steel, simulations were carried out using the finite

element software FINEL/FE77 [108] and its explicit time marching solver. The

models were set up by Dr Malcolm Beard [130] as the initial step of this research

project. After he left to take on a position in industry, the author of this work took

over from him and finished the signal analysis.

About 20 two-dimensional plain strain models assuming plane wave propagation

were utilised with a sufficiently large block approximating an infinite half space, see

the sketch in Figure A.1. The mesh of all models consisted of square elements with

1 mm side length to ensure a sufficient spatial resolution. The material properties for

steel were assumed to be Young’s modulus E = 206 GPa, Poisson’s ratio ν = 0.29

and density ρ = 7900 kg/m3. Transverse defects with different depths d (in 1 mm

steps between 1-20 m) were realised by disconnecting elements. Rayleigh waves (as

well as shear and longitudinal waves) were excited by applying a normal force on a

single node at the surface. The excitation signal was a 5 cycle tone burst centred

at 200 kHz. The reflected signals were monitored at a single point at the surface as

indicated in Figure A.1. The model dimensions were chosen sufficiently large such
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Defect (depth: 1-20)
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Figure A.1: Sketch of utilised FEM models for determination of of Rayleigh wave reflec-

tion coefficient from transverse defects. All dimensions in mm.

that different reflections were well separated. For the signal processing, the reference

signal of a model without a defect was first subtracted from the signals containing

defect reflections. Afterwards, the Rayleigh wave reflection from the transverse

defect was identified and other signals were gated. The spectral reflection coefficient

was then determined using the Fourier transformed incident and reflected Rayleigh

waves (the incident wave from the model without a defect). All curves from the

different models were then condensed into a single curve using spline interpolation.

The result is shown in Figures 2.3, 2.4 and 3.4.
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Simple model for the sensitivity of

a wedge transducer

This appendix discusses a very simple way to assess the sensitivity of a wedge or

angled probe to transmit and receive guided wave modes. As a particular variant,

a local immersion probe is considered which uses a liquid (here water) as the wedge

medium. Using a well known simple model we can represent the probe as a plane

wave propagating in water (Amplitude A(ω), phase velocity cw) which impinges at

an angle ϕ on a solid surface in the interval
[
xsn − L

2
, xsn + L

2

]
, see Figure B.1a.

Variations of this simple probe model have also been used for other kinds of angled

beam transducers and are discussed in more detail by for example Viktorov [32]

and Rose [78]. The following pressure load pn is applied on the surface at a probe

y

x

pn

L(a)

y

x

rn

L(b)

xsn

cp, k

xrn

cp, k

Figure B.1: Simple model for local immersion probe: (a) send; (b) receive.
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Appendix B. Simple model for the sensitivity of a wedge transducer

position n:

pn(ω, x) =

⎧⎪⎨
⎪⎩

A(ω) · eiω sin ϕ
cw

(x−xsn), for |x − xsn| ≤ L
2
,

0, otherwise.

(B.1)

Applying a Fourier transform in the x-direction yields:

Pn(ω, k) =

∫ ∞

−∞
pn(ω, x) · e−ikxdx (B.2)

= A(ω) ·
∫ xsn+L

2

xsn−L
2

ei( sin ϕ
cw

ω(x−xsn)−kx)dx (B.3)

= A(ω) · e−i sin ϕ
cw

ωxsn · 1

i
(

sin ϕ
cw

ω − k
)

·
[
ei( sin ϕ

cw
ω−k)(xsn+L

2 ) − ei( sin ϕ
cw

ω−k)(xsn−L
2 )

]
(B.4)

= 2A(ω) · e−i sin ϕ
cw

ωxsn

sin
[

L
2

(
sin ϕ
cw

ω − k
)]

(
sin ϕ
cw

ω − k
) · ei( sin ϕ

cw
ω−k)xsn (B.5)

= A(ω) · B(ω, k) · e−ikxsn , (B.6)

where B(ω, k) has been introduced as the transmitter sensitivity,

B(ω, k) = sinc

[
L

2

(
sin ϕ

cw

ω − k

)]
· L, (B.7)

and

sinc(x) =
sin(x)

x
. (B.8)

The expression B(ω, k) allows us to determine the capacity of the probe to excite

waves in the solid with a given wavenumber and frequency.

In the same way, we can develop a simple model for the probe acting as a receiver,

see Figure B.1b. We consider a guided wave propagating in the solid at frequency ω

and wavenumber k. When propagating past the immersion probe the wave applies

a pressure load on the fluid in the interval
[
xrn − L

2
, xrn + L

2

]
. Assuming that the

probe can only detect waves radiated at an angle ϕ into the water, the same term

B(ω, k) as above appears for the receiver sensitivity.
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Window functions

This appendix recalls the definition and properties of the window functions used in

this thesis. Given here are the equations in order to compute the window coefficients

w(n) for discrete windows of length N , taken from Reference [131]. The discrete

notation was chosen here since the window functions were utilised with discrete

signals (both in space and time).

• Hanning (or Hann) window

w(n + 1) = 0.5 − 0.5cos

(
2π

n

N − 1

)
, n = 0, 1, . . . , N − 1 (C.1)

• Hamming window

w(n + 1) = 0.54 − 0.46cos

(
2π

n

N − 1

)
, n = 0, 1, . . . , N − 1 (C.2)

Both window functions are shown in Figure C.1 in comparison with a rectangular

window for N = 100. Note that only the Hanning window starts and ends with

the value 0. Figure C.2 shows the magnitude of the Fourier transformed window

functions in the frequency domain. The Hamming window has a slightly narrower

main lobe and an about 14 dB lower first sidelobe than the Hanning window. All

its side lobes are below -40 dB and decay slowly with increasing frequency, whereas

those of the Hanning window decay more rapidly. For certain applications (such as
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Figure C.1: Comparison of rectangular, Hamming and Hanning window.
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Figure C.2: Comparison of rectangular, Hamming and Hanning window in the frequency

domain.
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apodisation in conjunction with the spatial averaging method, see Section 5.4.3),

the low level of sidelobes close to the main lobe is advantageous; in such cases the

Hamming window performs better than the Hanning window.
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Nondestructive Testing, pages 203–212, Saarbrücken, 1983. Springer-Verlag.

[46] R. Dong and L. Adler. Measurement of reflection and transmission coefficients

of Rayleigh waves from cracks. J. Acoust. Soc. Am., 76(6):1761–1763, 1984.

[47] B. Q. Vu and V. K. Kinra. Diffraction of Rayleigh waves in a half-space. I.

Normal edge crack. J. Acoust. Soc. Am., 77(4):1425–1430, 1985.

[48] V. K. Kinra and B. Q. Vu. Diffraction of Rayleigh waves in a half-space. II.

Inclined edge crack. J. Acoust. Soc. Am., 79(6):1688–1692, 1986.

[49] S. Zh. Zharylkapov and V. V. Krylov. Scattering of Rayleigh waves by a groove

of arbitary depth. Sov. Phys. Acoust., 33(5):509–511, 1987.

[50] A. Klein and H. J. Salzburger. Characterization of surface defects by Rayleigh
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